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CHAPTER 1 Limiting Access to Server
Resources

This chapter describes how to use resource limits to restrict the 1/0O cost,
row count, processing time, or tempdb space that an individual login or
application can use during critical times. It also describes how to create
named time ranges to specify contiguous blocks of time for resource

limits.

Topic Page
Resource limits 1
Planning resource limits 2
Enabling resource limits 2
Defining time ranges 3

I dentifying users and limits 6
Understanding limit types 11
Creating aresource limit 16
Getting information on existing limits 17
Modifying resource limits 19
Dropping resource limits 19
Resource limit precedence 20

Resource limits

A resourcelimit isaset of parameters specified by a system administrator
to prevent queries and transactions from individual logins or applications
from monopolizing server resources.

Resource limits are bound to time ranges, allowing the system
administrator to define precisely when they should be enforced. When the
system administrator modifies aresource limit, all userslogged in seethe
change, including the system administrator
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Planning resource limits

The set of parameters for aresource limit includes the time of day to enforce
the limit and the type of action to take. For example, you can prevent huge
reports from running during critical times of the day, or kill a session whose
query produces unwanted Cartesian products.

Planning resource limits

In planning aresource limit, consider:

The times of day and days of the week during which to impose the limit.
Which users and applications to monitor
The type of limit to impose:

* 1/Ocost (estimated or actual) for queries that may require large
numbers of logical and physical reads

*  Row count for queries that may return large result sets

»  Elapsed timefor queriesthat may take along time to complete, either
because of their own complexity or because of external factors such
as server load

Whether to apply alimit toindividual queriesor to specify abroader scope
(query batch or transaction)

The maximum amount of idle time for users who start a connection but
leaveit idle for along time, potentially using system resources such as
locks.

Whether to enforce the 1/0 cost limits prior to or during execution

What action to take when the limit is exceeded (issue awarning, abort the
query batch or transaction, or kill the session)

Enabling resource limits

To enable resource limits, use:

sp_configure "allow resource limits", 1
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A value of 1 enablesresource limits; avalue of 0 disablesthem. allow resource
limits is static, so you must restart the server to reset the changes.

allow resource limits signals the server to allocate internal memory for time
ranges, resource limits, and internal server alarms. It also internally assigns
applicable ranges and limitsto login sessions.

Setting allow resource limits to 1 also changes the output of showplan and
statistics i/o:

e showplan displaysthe optimizer’s cost estimate for the entire query as a
unitless number. This cost estimate is dependent on the table statistics
(number and distribution of values) and the size of the appropriate buffer
pools. It isindependent of such factors as the state of the buffer poolsand
the number of active users. See Chapter 2, “Using showplan,” in the
Performance and Tuning Series. Query Processing and Abstract Plans.

e statistics i/o includes the actual total 1/0 cost of a statement according to
the optimizer’s costing formula. This value represents the sum of the
number of logical 1/0s multiplied by the cost of alogical 1/0 and the
number of physical I/Os multiplied by the cost of aphysical 1/0.

Defining time ranges

A timerange is a contiguous block of time within a single day across one or
more contiguous days of the week.

Adaptive Server® includes a predefined “at al times’ range, which coversthe
period midnight through midnight, Monday through Sunday. You can create,
modify, and drop additional time ranges as necessary for resource limits.

Named time ranges can overlap. However, the limits for a particul ar
user/application combination cannot be associated with named time rangesthat
overlap.

For example, assume that you limit “joe_user” to returning 100 rows when he
isrunning the payroll application during business hours. L ater, you attempt to
limit hisrow retrieval during peak hours, which overlap with business hours.
The new limit fails, because it overlaps an existing limit.

You can create different limits that share the same time range. For example,
you can put asecond limit on“joe_user” during the same timerange asthe row
retrieval limit. For example, you canlimit the amount of time one of hisqueries
can run to the same time range that you used to limit hisrow retrieval.
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Defining time ranges

When you create a named time range, Adaptive Server storesit in the
systimeranges system table. Each time range has arange ID number. The “at
all times” rangeisrange ID 1. Adaptive Server messages refer to specific time
ranges.

Determining the time ranges you need

Use a chart like the one bel ow to determine the time ranges to create for each
server. Monitor server usage throughout the week; then indicate the periods
when your server is especialy busy or is performing crucial tasks that should
not be interrupted.

q_,OOOOOOOOOOOOOOOOOOOOOOOOO
slel|eie|e|eie|e|eeeiee|eiee|eee|eeeeelee
SO AN I FT|IDIOINMNO|D|IO|A|I N M I ILIOIMNO|OOD|O|d|N|M|O

Day Flojlo|lo|lo|lo|o|ojolO|0O|dA|dA|dA|dA|dA|dA|dA|dA | A |dA|N|N|N | N |O

Mon

Tues

Wed

Thurs

Fri

Sat

Sun

Creating named time ranges
Usesp_add_time_range to:
* Namethetimerange
»  Specify the days of the week to begin and end the time range
»  Specify the times of the day to begin and end the time range

Seesp_add_time_range in the Reference Manual: Procedures.

A time range example
Assume that two critical jobs run every week:

* Job 1 runsfrom 07:00 to 10:00 on Tuesday and Wednesday.
* Job 2 runsfrom 08:00 on Saturday to 13:00 on Sunday.
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The following table uses “1” to indicate when job 1 runsand “2” to indicate

when job 2 runs:

0|V IQ|IQ QO |Q|IQ|I9Q|IQIQ|Q|Q|I0|I9QIQIQ|Q|9|I9|I9Q9|9Q9 Q| 9|9|9 |9
sleliee|eiele|eiele|2iele|eiee|e|ee|eeeleelele
SO AN MM IS IO INMNONDIOIdNMIHIODIOIMNOIODIOIA|IN|M|O
Day Flojlolo|lo|o|o|ojlo|l0oO|0O|dA|dA|dA|dA|dA|dA|dA|dA|dA|dA|N|N|N|N|O
Mon
Tues 11111
Wed 11111
Thurs
Fri
Sat 212222222 |2|2|2|2|2|2|2|2]|2
Sun 2122222222 |2|2|2|2]|2

sp_add time range tu wed 7 10,

sp_add_time_range saturday night,
sp_add_time_range sunday morning,

Modifying a named time range

Job 1 can be covered by asingle time range, tu_wed_7_10:

tuesday,

wednesday,

"7:00", "10:00"

Job 2, however, requires two separate time ranges, for Saturday and Sunday:

saturday,
sunday,

sunday,

Use sp_modify_time_range to:

Specify atime range to modify

saturday, "08:00",
"oo:00",

"23:59"
"13:00"

Specify changes to the days of the week

Specify changes to the times of the day

See sp_modify_time_range in the Reference Manual: Procedures.

For example, to change the end day of the business hourstime range to
Saturday, retaining the existing start day, start time, and end time, enter:

sp_modify time range business hours, NULL,

Saturday, NULL, NULL

To specify anew end day and end time for the before_hours time range, enter:

sp_modify time range before hours, NULL,

Saturday,

NULL, "08:00"

Note You cannot modify the “at all times” time range.
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Dropping a named time range
Usesp_drop_time_range to drop a user-defined time range.
See sp_drop_time_range in the Reference Manual: Procedures.

For example, to removethe eveningstimerangefromthe systimeranges system
table in the master database, enter:

sp_drop_ time range evenings

Note You cannot drop the“at all times” timerange or any timerangefor which
resource limits are defined.

When do time range changes take effect?

Activetime ranges are bound to alogin session at the beginning of each query
batch. A changeintheserver’sactivetimerangesdueto achangein actual time
has no effect during the processing of a query batch. In other words, if a
resource limit restricts query batches during a given time range, but the query
batch begins before that time range becomes active, the query batch that is
already running is not affected by the resource limit. However, if you run a
second query batch during the same login session, that query batch is affected
by the changein time.

Adding, modifying, and deleting time ranges does not affect the active time
ranges for the login sessions currently in progress.

If aresource limit has a transaction as its scope, and a change occurs in the
server’sactivetimerangeswhileatransaction isrunning, the newly activetime
range does not affect the transaction currently in progress.

Identifying users and limits
For each resource limit, specify the object to which the limit applies.
You can apply aresource limit to any of:
» All applications used by a particular login
» All loginsthat use a particular application
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e A specific application used by a particular login

where application isa client program running on top of Adaptive Server,
accessed through a particular login. To run an application on Adaptive Server,
specify its name through the CS_APPNAME connection property using
cs_config (an Open Client™ Client-Library™ application) or the
DBSETLAPP function in Open Client DB-Library™. To list named
applications running on your server, select the program_name column from the
master..sysprocesses table.

For more information about the CS_APPNAME connection property, see the
Open Client Client-Library/C Reference Manual. For more information on the
DBSETLAPP function, see the Open Client DB-Library/C Reference Manual.

Identifying heavy-usage users

Before you implement resource limits, run sp_reportstats. The output from this
procedure can help you identify users with heavy system usage. For example:

Sp_reportstats

CPU Percent CPU 1I/0 Percent I/O
0 0% 0 0%

10000 24.9962% 5000 24 .325%
10002 25.0013% 5321 25.8866%
10001 24.9987% 5123 24 .9234%
10003 25.0038% 5111 24 .865%

Total CPU Total I/O

The 1/O and percent I/O columns indicate indicates that usage is balanced
among the users. For more information on chargeback accounting, see Chapter
5, “ Setting Configuration Paramters,” in the System Administration Guide:
\olume 1.

Identifying heavy-usage applications

To identify the applications running on your system and the users who are
running them, query the sysprocesses system table in the master database.

System Administration Guide: Volume 2 7



Identifying users and limits

spid
17
424
526
568
595
646
775

The following query determines that isgl, payroll, perl, and acctng are the only
client programs whose names were passed to the Adaptive Server:

select spid, cpu, physical io,
substring (user name (uid),1,10) user name,
hostname, program name, cmd
from sysprocesses
physical io wuser name hostname program name cmd

12748 dbo sabrina isqgl SELECT
0 dbo HOWELL isqgl UPDATE

365 Jjoe scotty payroll UPDATE
8160 dbo smokey perl SELECT
1 dbo froth isqgl DELETE

0 guest walker isqgl SELECT
48723 joe user mohindra acctng SELECT

(7 rows affected)

Because sysprocesses is built dynamically to report current processes,
repeated queries produce different results. Repeat this query throughout the
day over aperiod of time to determine which applications are running on your
system.

The CPU and physical 1/0 values are periodically flushed to the syslogins
system table, where they increment the values shown by sp_reportstats.

After identifying the applications running on your system, use showplan and
statistics io to evaluate the resource usage of the queriesin the applications.

Choosing a limit type

After you determinethe usersand applicationsto limit, chose the resourcelimit
type.

Table 1-1 describes the function and scope of each limit type and indicates the
tools that help determine whether a particular query might benefit from this

type of limit. You may want to create more than one type of limit for agiven
user and application. See “ Understanding limit types’ on page 11.
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Table 1-1: Resource limit types

Enforced
Limit type Use for queries that Measuring resource usage Scope during
io_cost Require many logical and Use set showplan on before Query Preexecution
physical reads. running the query, to display its or execution
estimated 1/0 cost; use set
statistics io on to observe the
actual 1/0 cost.
row_count Return large result sets. Use the @@rowcount global Query Execution
variable to help develop

appropriate limitsfor row count.

elapsed_time  Takealongtimetocomplete, Useset statistics time on before  Querybatch  Execution
either because of their own running the query, to display or
complexity or because of elapsed timein milliseconds. transaction
external factors such as server
load or waiting for alock.

tempdb_space Useall spaceintempdb when  Number of pages used in Querybatch  Execution
creating work or temporary tempdb per session. or
tables. transaction
idle_time Areinactive. Time, in seconds, during which  Individua Preexecution
the connection isinactive. processes

The spt_limit_types system table stores information about each limit type.

Determining time of enforcement

Time of enforcement isthe phase of query processing during which Adaptive
Server applies a given resource limit. Resource limits occur during:

*  Preexecution — Adaptive Server applies resource limits prior to execution,
based on the optimizer’s1/O cost estimate. Usethistype of limit to prevent
execution of potentially expensive queries. 1/0 cost is the only resource
type that can be limited at preexecution time.

When evaluating the 1/0O cost of data manipulation language (DML)
statements within the clauses of a conditional statement, Adaptive Server
individually considers each DML statement. It evaluates al statements,
even though only one clause is actually executed.

A preexecution time resource limit can have only aquery limit scope; that
is, the values of the resources being limited at compile time are computed
and monitored only on a query-by-query basis.
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Adaptive Server does not enforce preexecution time resource limits
statementsin atrigger.

Execution — Adaptive Server applies resource limits at runtime, and is
usually used to prevent a query from monopolizing server and operating
system resources. Execution time limits may use more resources
(additional CPU time as well as I/O) than preexecution time limits.

Determining the scope of resource limits

The scope parameter (for example, sp_add_resource_limit scope or
sp_help_resource_limit scope) specifiesthe duration of alimit in Transact-SQL
statements. The possible limit scopes are query, query batch, and transaction:

10

Query — Adaptive Server applies resource limitsto any single
Transact-SQL statement that accesses the server; for example, select,
insert, and update. When you issue these statements within a query batch,
Adaptive Server evaluates them individually.

Adaptive Server considers a stored procedure to be a series of DML
statements. It evaluates the resource limit of each statement within the
stored procedure. If astored procedure executes another stored procedure,
Adaptive Server evaluates each DML statement within the nested stored
procedure at the inner nesting level.

Adaptive Server checks preexecution time resource limits with a query
scope, one nesting level at atime. As Adaptive Server enters each nesting
level, it checks the active resource limits against the estimated resource
usage of each DML statement prior to executing any of the statements at
that nesting level. A resource limit violation occursif the estimated
resource usage of any DML query at that nesting level exceeds the limit
value of an active resource limit. Adaptive Server takes the action that is
bound to the violated resource limit.

Adaptive Server checks execution-time resource limitswith aquery scope
against the cumul ative resource usage of each DML query. A limit
violation occurs when the resource usage of a query exceeds the limit
value of an active execution-time resource limit. Again, Adaptive Server
takes the action that is bound to that resource limit.

Query batch — consists of one or more Transact-SQL statements; for
example, inisql, agroup of queries becomes a query batch when executed
by a single go command terminator.
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The query batch begins at nesting level 0; each call to a stored procedure
incrementsthe nesting level by 1 (up to the maximum nesting level). Each
return from a stored procedure decrements the nesting level by 1.

Only execution-time resource limits can have a query batch scope.

Adaptive Server checks execution-time resource limitswith aquery batch
scope against the cumulative resource usage of the statementsin each
query batch. A limit violation occurs when the resource usage of the query
batch exceeds the limit value of an active execution-time resource limit.
Adaptive Server takes the action that is bound to that resource limit.

Transaction— Adaptive Server applieslimitswith atransaction scopeto all
nesting level s during thetransaction against the cumulative resource usage
for the transaction.

A limit violation occurs when the resource usage of the transaction
exceeds the limit value of an active execution-time resource limit.
Adaptive Server takes the action that is bound to that resource limit.

Only execution-time resource limits can have a transaction scope.

Adaptive Server does not recognize nested transactions when applying
resource limits. A resource limit on a transaction begins when
@@trancount is set to 1 and ends when @@trancount is set to 0.

Session —idle time limits are applied to the sessions in which the limit is
active.

Understanding limit types

Resource limits allow you to limit resource usage in different ways:

1/0O cost

Elapsed time

Row count

tempdb space usage

Idletime
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Limiting I/O cost

Identifying 1/0O costs

12

1/O cost is based on the number of logical and physical accesses (“reads’) used
during query processing. To determine the most efficient processing plan
before execution, the Adaptive Server optimizer uses both logical and physical
resources to compute an estimated 1/0 cost.

Adaptive Server usestheresult of the optimizer’s costing formulaas aunitless
number; that is, avalue not necessarily based on asingle unit of measurement,
such as seconds or milliseconds.

To set resource limits, you must understand how those limits trandlate into
runtime system overhead. For example, you must know the effect that a query
with a cost of x logical and of y physical 1/0Os has on a production server.

Limitingio_cost can control I/O-intensive queries, including queriesthat return
alarge result set. However, if you run asimple query that returns all the rows
of alargetable, and you do not have current statistics on the table's size, the
optimizer may not estimate that the query exceeds theio_cost resource limit.
To prevent queries from returning large result sets, create aresource limit on
row_count.

The tracking of 1/O cost limits may be less precise for partitioned tables than
for unpartitioned tables when Adaptive Server is configured for parallel query
processing. See Chapter 5, “Parallel Query Processing,” in the Performance
and Tuning Series: Query Processing and Abstract Plans.

To develop appropriate limitsfor 1/0O cost, use set commands to determine the
number of logical and physical reads required for some typical queries:

»  setshowplan on displays the optimizer’s cost estimate. Use this
information to set preexecution time resource limits. A preexecution time
resource limit violation occurs when the optimizer’s 1/0 cost estimate for
aquery exceeds the limit value. Such limits prevent the execution of
potentially expensive queries.

* et statistics io on displaysthe number of actual logical and physical reads
required. Use this information to set execution-time resource limits. An
execution-time resource limit violation occurswhen the actual 1/O cost for
aquery exceedsthe limit value.
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Statistics for actual 1/0 cost include access costs only for user tables and
worktables involved in the query. Adaptive Server may use other tables
internally; for example, it accesses sysmessages to print out statistics.
Therefore, there may be instances when a query exceeds its actual 1/0 cost
limit, even though the statistics indicate otherwise.

In costing a query, the optimizer assumes that every page needed requires a
physical I/Ofor thefirst accessand isfound in the cache for repeated accesses.
Actual /O costs may differ from the optimizer’s estimated costs, for several
reasons.

The estimated cost is higher than the actual cost if some pages are aready in
the cacheor if the statistics areincorrect. The estimated cost may belower than
the actual cost if the optimizer chooses 16K 1/0, and some of the pages arein
2K cache pools, which require many 2K 1/Os. Also, if abig join forcesthe
cache to flush its pages back to disk, repeated access may require repeated
physical 1/Os.

The optimizer’s estimates are inaccurate if the distribution or density statistics
are out of date or cannot be used.

Calculating the I/O cost of a cursor

The cost estimate for processing acursor iscalculated at declare cursor timefor
all cursors except execute cursors, which is cal culated when the cursor opens.

Preexecution resource limitson I/O cost are enforced at open cursornametime
for all cursor types. The optimizer recalculates the limit value each time the
user attempts to open the cursor.

An execution-time resource limit appliesto the cumulative I/O cost of acursor
from the time the cursor opensto the timeit closes. The optimizer recal culates
the 1/O limit each time a cursor opens.

See Chapter 18 “ Cursors: Accessing Data,” in the Transact-SQL Users Guide.

The scope of the io_cost limit type

A resource limit that restricts I/O cost applies only to single queries. If you
issue severa statementsin a query batch, Adaptive Server evaluates the I/O
usage for each query. See“ Determining the scope of resource limits’ on page
10.
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Limiting elapsed time

Elapsed time is the number of seconds required to execute a query batch or
transaction. Elapsed time is determined by such factors as query complexity,
server load, and waiting for locks.

To devel op appropriate limits for elapsed time, use information you have
gathered with set statistics time. You can limit the elapsed-time resource only
at execution.

With set statistics time set on, run sometypical queriesto determine processing
time in milliseconds. Convert milliseconds to seconds when you create the
resource limit.

Elapsed-time resource limits are applied to al SQL statementsin the limit's
scope (query batch or transaction), not only tothe DML statements. A resource
limit violation occurs when the el apsed time for the appropriate scope exceeds
the limit value.

Separate elapsed time limits are not applied to nested stored procedures or
transactions. In other words, if one transaction is nested within another, the
elapsed time limit applies to the outer transaction, which encompasses the
elapsed time of theinner transaction. Therefore, if you are counting the running
time of atransaction, it includes the running time for all nested transactions.

The scope of the elapsed_time limit type

The scope of aresource limit that restricts elapsed time is either a query batch
or transaction. See “ Determining the scope of resource limits’” on page 10.

Limiting the size of the result set

14

Therow_count limit type limitsthe number of rowsreturned to the user. A limit
violation occurs when the number of rows returned by a select statement
exceeds the limit value.

If theresource limit issues awarning asits action, and a query exceeds the row
limit, thefull number of rowsarereturned, followed by awarning that indicates
the limit value; for example:

Row count exceeded limit of 50.
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If the resource limit’s action aborts the query batch or transaction or kills the
session, and aquery exceedsthe row limit, only the limited number of rowsare
returned and the query batch, transaction, or session aborts. Adaptive Server
displays a message similar to:

Row count exceeded limit of 50.

Transaction has been aborted.

The row_count limit type appliesto al select statements at execution. You
cannot limit an estimated number of rows returned at preexecution time.

Use the @@rowcount global variable to help develop appropriate limits for
row count. Selecting thisvariable after running atypical query cantell you how
many rows the query returned.

A row count limit appliesto the cumulative number of rows that are returned
through a cursor from the time the cursor opensto the timeit closes. The
optimizer recalculates the row_count limit each time a cursor opens.

The scope of the row_count limit type

A resource limit that restricts row count applies only to single queries, not to
cumulative rows returned by a query batch or transaction. See “ Determining
the scope of resource limits” on page 10.

Setting limits for tempdb space usage

The tempdb_space resource limit restricts the number of pages atempdb
database can have during asingle session. If auser exceeds the specified limit,
the session can be terminated, or the batch or transaction aborted.

For queries executed in parallel, thetempdb_space resourcelimit is distributed
equally among the parallel threads. For example, if the tempdb_space resource
limit is set at 1500 pages and a user executes the following with three-way

parallelism, each parallel thread can create a maximum of 500 pagesin tempdb:

select into #temptable from partitioned table

The system administrator or database administrator setsthe tempdb_space
limit using sp_add_resource_limit, and drops the tempdb_space limit using
sp_drop_resource_limit.
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Limiting idle time

Idletime isthe number of seconds that a connection remains inactive, waiting
for user input. Even though a connection isinactive, it still uses server
resources, and may also be holding resources (for example, locks) that can
block other active processes running on the same server.

idle_time allows you to set time limits for idle connections. If aconnectionis
idle beyond the limit set, Adaptive Server stops the process running the
connection or issues awarning.

The syntax is:

sp_add_resource_limit user, application, time_range, idle_time ,
kill_time, enforcement_time, action, scope

For example, this creates a new limit for user “sa’ for isql connections:

sp_add_resource_limit sa, isgl, 'at all times',
idle time, 10, 2, 4, 8

See the Reference Manual: Procedures.

Creating a resource limit

Create anew resource limit using sp_add_resource_limit;

sp_add_resource_limit name, appname, rangename, limittype,
limit_value, enforced, action, scope

See sp_add_resource_limit in the Reference Manual: Procedures.

Resource limit examples

Examples

16

This section includes examples of setting resource limits.

Example 1 Thisexample creates aresource limit that applies to all users of
the payroll application because the name parameter isNULL:

sp_add_resource_limit NULL, payroll, tu wed 7 10,
elapsed time, 120, 2, 1, 2
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Thelimitisvalid during thetu_wed_7_10 timerange. The limit type,
elapsed_time, is set to avalue of 120 seconds. Because elapsed_time is
enforced only at execution time, the enforced parameter is set to 2. The action
parameter isset to 1, which issuesawarning. Thelimit’sscopeisset to 2, query
batch, by the last parameter. Therefore, when the elapsed time of the query
batch takes more than 120 seconds to execute, Adaptive Server issues a
warning.

Example 2 This example creates aresource limit that appliesto all ad hoc
queries and applicationsrun by “joe_user” during the saturday_night time
range:

sp_add resource limit joe user, NULL, saturday night,
row_count, 5000, 2, 3, 1

If aquery (scope = 1) returns more than 5000 rows, Adaptive Server abortsthe
transaction (action = 3). This resource limit is enforced at execution time
(enforced = 2).

Example 3 This example also creates aresource limit that appliesto all ad
hoc queries and applications run by “joe_user:”

sp_add resource limit joe user, NULL, "at all times",
io cost, 650, 1, 3, 1

However, this resource limit specifies the default time range, “at all times.”
When the optimizer estimates that the io_cost of the query (scope = 1) would
exceed the specified value of 650, Adaptive Server aborts the transaction
(action = 3). Thisresource limit is enforced at preexecution time

(enforced = 1).

Note Although Adaptive Server terminates the current transaction when it
reaches its time limit, you receive no 1105 error message until you issue
another SQL command or batch; in other words, the message appears only
when you attempt to use the connection again.

Getting information on existing limits

Use sp_help_resource_limit to get information about existing resource limits.

See sp_help_resource_limit in the Reference Manual: Procedures.
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Listing all existing resource limits

Whenyouusesp_help_resource_limit without any parameters, Adaptive Server
lists al resource limits within the server. For example:

name appname
NULL acctng
stein NULL
joe user acctng
joe user finance
wong NULL
wong acctng
18

evenings 4
weekends 1
bus_hours 5
bus_ hours 5
mornings 2
bus_hours 5

sp_help resource limit
rangename rangeid limitid limitvalue enforced

120
5000
2500

160
2000

75

action scope

Therangeid column prints the value from systimeranges.id that corresponds to
the namein the rangename column. The limitvalue column reportsthe value set
by sp_add_resource_limit or sp_modify_resource_limit. Table 1-2 shows the
meaning of the values in the limitid, enforced, action, and scope columns.

Table 1-2: Values for sp_help_resource_limit output

Column Meaning Value
limitid What kind of limitisit? 1-1/O cost
2 —elapsed time
3 —row count
enforced Whenisthelimit enforced? 1 — before execution
2 —during execution
3—both
action What action istaken when  1—issue awarning
thelimitis hit? 2 — abort the query batch
3 —abort the transaction
4 —kill the session
scope What is the scope of the 1-query
limit? 2 —query batch
4 —transaction

6 — query batch + transaction

If a system administrator specifies alogin name when executing
sp_help_resource_limit, Adaptive Server lists al resource limits for that login.
The output displays not only resource limits specific to the named user, but all
resource limits that pertain to all users of specified applications, because the
named user isincluded among all users.
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name

NULL
joe_user
joe user

appname
acctng
acctng
finance

For example, the following output shows all resource limits that apply to
“joe_user.” Because aresource limit is defined for all users of the acctng
application, thislimit isincluded in the output.

sp_help resource limit joe user
rangename rangeid limitid limitvalue enforced action scope

evenings 4 2 120 2 1 2
bus_hours 5 3 2500 2 2 1
bus_hours 5 2 160 2 1 6

Modifying resource limits

Use sp_modify_resource_limit to specify a new limit value or a new action to
take when the limit is exceeded or both. You cannot change the login or
application to which alimit applies or specify anew time range, limit type,
enforcement time, or scope.

The syntax of sp_modify_resource_limit is:

sp_modify_resource_limit name, appname, rangename, limittype,
limitvalue, enforced, action, scope

See sp_modify_resource_limit in the Reference Manual: Procedures.

Dropping resource limits

Use sp_drop_resource_limit to drop a resource limit from an Adaptive Server.

The syntax is:

sp_drop_resource_limit {name , appname } [, rangename, limittype,
enforced, action, scope]

Specify enough information to uniquely identify the limit. You must specify a
non-null value for either name or appname.

See sp_drop_resource_limit in the Reference Manual: Procedures.
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Resource limit precedence

Time ranges

Resource limits

20

Adaptive Server provides precedence rules for time ranges and resource limits.

For each login session during the currently active time ranges, only one limit
can beactivefor each distinct combination of limit type, enforcement time, and
scope. The precedence rules for determining the active limit are as follows:

» If nolimit is defined for the login ID for either the “at all times’ range or
the currently active time ranges, there is no active limit.

» If limits are defined for the login for both the “at all times” and
time-specific ranges, the limit for the time-specific range takes
precedence.

Since either the user’slogin name or the application name, or both, are used to
identify aresource limit, Adaptive Server observes a predefined search
precedence while scanning the sysresourcelimits table for applicable limits for
alogin session. The precedence of matching ordered pairs of login name and
application nameis:

Level Login name Application name
1 joe_user payroll
2 NULL payroll
3 joe_user NULL

If one or more matches arefound for agiven precedencelevel, no further levels
are searched. This prevents conflicts regarding similar limits for different
login/application combinations.

If no match isfound at any level, no limit isimposed on the session.
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Disk mirroring

Disk mirroring can provide nonstop recovery in the event of media
failure. The disk mirror command causes an Adaptive Server database
device to be duplicated, that is, all writesto the device are copied to a
separate physical device. If one device fails, the other contains an
up-to-date copy of all transactions.

When aread or writeto amirrored device fails, Adaptive Server
“unmirrors’ the bad device and displays error messages. Adaptive Server
continues to run unmirrored.

Deciding what to mirror

When deciding to mirror adevice, you must weigh such factors asthe
costs of system downtime, possiblereductionin performance, and the cost
of storage media. Reviewing these issues will help you decide what to
mirror—only the transaction logs, all devices on a server, or selected
devices.
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Note You cannot mirror a dump device.

Mirror all default database devices so that you are protected if a create or
alter database command affects a database device in the default list.

In addition to mirroring user database devices, put transaction logs on a
separate database device. For even greater protection, mirror the database
device used for transaction logs.

To put a database's transaction log (that is, the system table syslogs) on a
different device than the one on which the rest of the database is stored,
name the database device and thelog device when you create the database.
You can also use alter database to add a second device and then run
sp_logdevice.

When weighing cost and performance trade-offs, consider:

»  Speed of recovery — you can achieve nonstop recovery when the
master and user databases (including logs) are mirrored and can
recover without the need to reload transaction logs.

e Storage space — immediate recovery requires full redundancy (all
databases and logs mirrored), which consumes disk space.

e Impact on performance — mirroring the user databases (as shown in
Figure 2-2 on page 23 and Figure 2-3 on page 24) increasesthetime
needed to write transactions to both disks.

Mirroring using minimal physical disk space

22

Figure 2-1 illustrates the “minimum guaranteed configuration” for
database recovery in case of hardware failure. The master device and a
mirror of the user database transaction log are stored in separate partitions
on one physical disk. The other disk stores the user database and its
transaction log in two separate disk partitions.

If the disk with the user database fails, you can restore the user database
on anew disk from your backups and the mirrored transaction log.

If the disk with the master devicefails, you can restore the master device
from a database dump of the master database and remirror the user
database’s transaction log.
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User
database

Transaction

logs

Figure 2-1: Disk mirroring using minimal physical disk space
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device

Mirror of
transaction
logs

This configuration minimizes the amount of disk storage required, but the
mirror of the transaction log ensures full recovery. However, this
configuration does not provide nonstop recovery because the master and
user databases are not being mirrored and must be recovered from
backups.

Mirroring for nonstop recovery

Figure 2-2 representsanother mirror configuration. Inthiscase, the master
device, user databases, and transaction log are all stored on different
partitions of the same physical device and are all mirrored to a second
physical device.

Theconfiguration in Figure 2-2 provides nonstop recovery from hardware
failure. Working copies of the master and user databases and log on the
primary disk are all mirrored, and failure of either disk does not interrupt
Adaptive Server users.

Figure 2-2: Disk mirroring for rapid recovery
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With this configuration, all datais written twice, once to the primary disk
and once to the mirror. Applications that involve many writes may be
slower with disk mirroring than without mirroring.

Figure 2-3 illustrates another configuration with ahigh level of
redundancy. In this configuration, all three database devices are mirrored,
but the configuration uses four disksinstead of two. This configuration
speeds performance during write transacti ons because the database
transaction log is stored on a different device from the user databases, and
the system can access both with less disk head travel.

Figure 2-3: Disk mirroring: keeping transaction logs on a separate

disk
Master Master
device » device
'Il'(;agsacnon Transaction
9 logs
Master device and Mirror of
transaction logs master device and
transaction logs
Mirror of
User databases user databases
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Conditions that do not disable mirroring

Adaptive Server disablesamirror only when it encountersan I/O error on
amirrored device. For example, if Adaptive Server tries to write to a bad
block on the disk, the resulting error disables mirroring for the device.
However, processing continues without interruption on the unaffected
mirror.

Mirroring is not disabled when:

e Anunused block on adeviceis bad. Adaptive Server does not detect
an 1/0 error and disables mirroring until it accesses the bad block.

« Dataon adeviceisoverwritten. This might happen if amirrored
deviceis mounted asa UNIX file system, and UNIX overwritesthe
Adaptive Server data. This causes database corruption, but mirroring
isnot disabled, since Adaptive Server does not encounter an 1/O error.

e Incorrect datais written to both the primary and secondary devices.

« Thefile permissions on an active device are changed. Some system
administrators may try to test disk mirroring by changing permissions
on one device, hoping to trigger 1/O failure and unmirror the other
device. But the UNIX operating system does not check permissions
on adevice after opening it, so the I/O failure does not occur until the
next time the device is started.

Disk mirroring is nhot designed to detect or prevent database corruption.
Some of the scenarios described can cause corruption, so you should
regularly run consistency checkssuch asdbcc checkalloc and dbcc checkdb
on all databases. See Chapter 11, “ Checking Database Consistency.”
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Disk mirroring commands

Initializing mirrors

The disk mirror, disk unmirror, and disk remirror commands control disk
mirroring. All the commands can beissued whilethe devicesarein use, so
you can start or stop database device mirroring while databases are being
used.

Note disk mirror, disk unmirror, and disk remirror alter the sysdevices table
in the master database. After issuing any of these commands, dump the
master database to ensure recovery in case master is damaged.

disk mirror starts disk mirroring. Do not use disk init to initialize amirror
device. A database deviceand itsmirror constitute onelogical device. The
disk mirror command adds the mirror nameto the mirrorname columninthe
sysdevices table.

The disk mirror syntax is:

disk mirror
name = "device_name",
mirror = "physicalname”
[, writes = { serial | noserial }]

Unmirroring a device

26

Disk mirroring is automatically deactivated when one of the two physical
devicesfails. When aread or write to a mirrored device is unsuccessful,
Adaptive Server prints error messages. Adaptive Server continuesto run,
unmirrored. You must remirror the disk to restart mirroring.

Use the disk unmirror command to stop the mirroring process during
hardware maintenance:

disk unmirror
name = "device_name"
[, side = { "primary" | secondary }]
[, mode = { retain | remove }]
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Effects on system tables

The mode option changes the status column in sysdevices to indicate that
mirroring has been disabled (see Chapter 7, “Initializing Database
Devices,” in the System Administration Guide: Volume 1). Its effects on
the phyname and mirrorname columnsin sysdevices depend on the side
argument also, as shown in Table 2-1.

Table 2-1: Effects of mode and side options to the disk mirror
command

side

primary secondary

remove | Namein mirrorname moved to Namein mirrorname
phyname and mirrorname setto | removed; status changed
null; status changed
retain Names unchanged; status changed to indicate which device
is being deactivated

mode

This example suspends the operation of the primary device:

disk unmirror
name = "tranlog",
side = "primary"

Restarting mirrors

Use disk remirror to restart amirror process that has been suspended dueto
adevice failure or with disk unmirror. The syntax is:

disk remirror
name = "device_name"

This command copies the database device to its mirror.

waitfor mirrorexit

Since disk failure can impair system security, you can include the waitfor
mirrorexit command in an application to perform specific taskswhen adisk
becomes unmirrored:

begin
waitfor mirrorexit
commands to be executed
end
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The commands depend on your applications. You may want to add certain
warningsin applicationsthat perform updates, or use sp_dboption to make
certain databases read-only if the disk becomes unmirrored.

Note Adaptive Server knows that a device has become unmirrored only
when it attempts I/O to the mirror device. On mirrored databases, this
occursat acheckpoint or when the Adaptive Server buffer must bewritten
to disk. On mirrored logs, 1/0 occurs when a process writes to the log,
including any committed transaction that performs data modification, a
checkpoint, or a database dump.

waitfor mirrorexit and the error messages that are printed to the console and
error log on mirror failure are activated only by these events.

Mirroring the master device

If you choose to mirror the device that contains the master database, in a
UNIX environment, you must edit the runserver file for your Adaptive
Server so that the mirror device starts when the server starts.

On UNIX, add the -r flag and the name of the mirror device:
dataserver -d /dev/rsdlf -r /dev/rsOe -e/sybase/install/errorlog

For information about mirroring the master device on Windows, see the
Utility Guide.

Getting information about devices and mirrors

For areport on all Adaptive Server devices on your system (user database
devices and their mirrors, as well as dump devices), execute
sp_helpdevice.

Disk mirroring tutorial

Thissectionillustratesthe use of disk mirroring commandsand their effect
on selected columns of master..sysdevices. The status number and its
hexidecimal equivalent for each entry in sysdevices are in parentheses:

28 Adaptive Server Enterprise



CHAPTER 2 Mirroring Database Devices

name
test

name
test

name
test

Initialize a new test device using:

disk init name = "test",
physname = "/usr/sybase/test.dat",
size=5120

This inserts the following values into columns of master..sysdevices:

mirrorname status

/usr/sybase/test.dat NULL 16386

Status 16386 indicates that the device is aphysical device (2,
0x00000002), and any writes areto a UNIX file (16384,
0x00004000). Since the mirrorname column is null, mirroring is not
enabled on this device.

2 Mirror the test device using:

disk mirror name = "test",
mirror = "/usr/sybase/test.mir"

This changes the master..sysdevices columns to:

mirrorname status

/usr/sybase/test.dat /usr/sybase/test.mir 17122

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080),
and writes are mirrored to a UNIX file device (16384, 0x00004000),
the device is mirrored (64, 0x00000040), and serial (32,
0x00000020). The deviceisaphysical disk (2, 0x00000002).

3 Disablethe mirror device (the secondary side), but retain that mirror:

disk unmirror name = "test",
side = secondary, mode = retain
mirrorname status

/usr/sybase/test.dat /usr/sybase/test.mir 18658

Status 18658 indicates that the device is mirrored (64, 0x00000040),
and the mirror device has been retained (2048, 0x00000800), but
mirroring has been disabled (512 bit off), and only the primary device
isused (256 bit off). Reads are mirrored (128, 0x00000080), and
writes are mirrored to a UNIX file (16384, 0x00004000) and arein
serial (32, 0x00000020). The device isa physical disk (2,
0x00000002).

Remirror the test device:

disk remirror name = "test"
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name
test

name
test

name
test

name
test
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phyname

This resets the master..sysdevices columns to:

mirrorname status

/usr/sybase/test.dat /usr/sybase/test.mir 17122

phyname

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080),
and writes are mirrored to a UNIX file device (16384, 0x00004000),
the deviceis mirrored (64, 0x00000040), and seria (32,
0x00000020). The deviceis aphysical disk (2, 0x00000002).

Disable the test device (the primary side), but retain that mirror:

disk unmirror name = "test",
side = "primary", mode = retain

This changes the master..sysdevices columns to:

mirrorname status

/usr/sybase/test.dat /usr/sybase/test.mir 16866

phyname

Status 16866 indicates that the device is mirrored (64, 0x00000040),
but mirroring has been disabled (512 hit off) and that only the
secondary deviceis used (256, 0x00000100). Reads are mirrored
(128, 0x00000080), and writes are mirrored to a UNIX file (16384,
0x00004000), and arein serial (32, 0x00000020). The deviceisa
physical disk (2, 0x00000002).

Remirror the test device;
disk remirror name = "test"
This resets the master..sysdevices columns to:

mirrorname status

/usr/sybase/test.dat /usr/sybase/test.mir 17122

phyname

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080),
and writes are mirrored to a UNIX file device (16384, 0x00004000),
the deviceis mirrored (64, 0x00000040), and seria (32,
0x00000020). The deviceis aphysical disk (2, 0x00000002).

Disable the test device (the primary side), and remove that mirror:

disk unmirror name = "test", side = "primary",
mode = remove

This changes the master..sysdevices columns to:

mirrorname status

/usr/sybase/test.dat NULL 16386
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Status 16386 indicates that the device is aphysical device (2,
0x00000002), and any writes areto a UNIX file (16384,
0x00004000). Since the mirrorname column is null, mirroring is not
enabled on this device.

8 Remove thetest device to complete the tutorial:
sp_dropdevice test

Thisremoves al entries for the test device from master..sysdevices.

Disk resizing and mirroring

Use disk resize only when mirroring is permanently disabled. If you try to
run disk resize on adevice that is mirrored, you see:

disk resize can proceed only when mirroring is
permanently disabled. Unmirror secondary with mode =
'remove' and re-execute disk resize command.

When mirroring is only temporarily disabled, two scenarios can arise;

e The primary device is active while the secondary device is
temporarily disabled and produces the same error as shown above.

e The secondary deviceis active while the primary device is
temporarily disabled and produces an error with this message;

disk resize can proceed only when mirroring is
permanently disabled. Unmirror primary with mode
= 'remove' and re-execute the command.

To increase the size of amirrored device:

1 Permanently disable mirroring on the device.
Increase the size of the primary device.

Physically remove the mirror device (in case of file).

Reestablish mirroring.

A W N
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Determining memory availability for Adaptive Server

The more memory that is available, the more resources Adaptive Server
has for internal buffers and caches. Having enough memory available for
caches reduces the number of times Adaptive Server must read data or
procedure plans from disk.

There is no performance penalty for configuring Adaptive Server to use
the maximum amount of memory available on your computer. However,
assess the other memory needs on your system first, and then configure
the Adaptive Server to use only the remaining memory that is still
available. Adaptive Server may not be ableto start if it cannot acquire the
memory for which it is configured.

To determine the maximum amount of memory available on your system
for Adaptive Server:
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Determine the total amount of physical memory on your computer
system.

Subtract the memory required for the operating system from the total
physical memory.

Subtract the memory required for other Adaptive Server-related
software (for example, Backup Server) that must run on the same
machine.

If the machineis not dedicated to Adaptive Server, subtract the
memory requirements for other system uses.

For exampl e, subtract the memory used by any client applicationsthat
run on the Adaptive Server machine. Windowing systems, such as X
Windows, require alot of memory and may interfere with Adaptive
Server performance when used on the same machine as Adaptive
Server.

The memory that remains after subtracting requirementsfor the operating
system and other applicationsis the total memory available for Adaptive
Server.

The value of the max memory configuration parameter specifiesthe
maximum amount of memory to which Adaptive Server is configurable.
See “ Configuration parameters that affect memory allocation” on page

45,
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How Adaptive Server allocates memory

All database object pages are sized interms of thelogical page size, which
you specify when you build a new master device. All databases—and al
objects in every database—use the same logica page size. The size of
Adaptive Server logical pages (2, 4, 8, or 16K) determines the server’s
space allocation. Each allocation page, object allocation map (OAM)
page, data page, index page, text page, and so on are built on alogical
page. For example, if the logical page size of Adaptive Server is8K, each
of these pagetypes are 8K in size. All of these pages consume the entire
size specified by the size of the logical page. Larger logical pages allow
you to create larger rows, which can improve your performance because
Adaptive Server accesses more data each time it reads a page. For
example, a16K page can hold 8 timesthe amount of dataasa 2K page, an
8K page holds 4 times as much data as a 2K page, and so on, for all the
sizesfor logical pages.

Thelogical page size is a server-wide setting; you cannot have databases
that have various sizes of logical pages within the same server. All tables
are appropriately sized so that the row size is no greater than the current
page size of the server. That is, rows cannot span multiple pages.

Regardless of the logical page size for which it is configured, Adaptive
Server alocates space for objects (tables, indexes, text page chains) in
extents, each of which iseight logical pages. That is, if aserver is
configured for 2K logical pages, it allocates one extent, 16K, for each of
these objects; if a server is configured for 16K logical pages, it allocates
one extent, 128K, for each of these objects.

Thisisaso true for system tables. If your server has many small tables,
space consumption can be quite large if the server uses larger logical
pages. For example, for a server configured for 2K logical pages,
systypes—with approximately 31 short rows, a clustered and a
nonclustered index—reserves 3 extents, or 48K of memory. If you migrate
the server to use 8K pages, the spacereserved for systypes isstill 3 extents,
192K of memory. For aserver configured for 16K, systypes requires 384K
of disk space. For small tables, the space unused in the last extent can
become significant on servers using larger logical page sizes.

Databases are also affected by larger page sizes. Each database includes
the system catalogs and their indexes. If you migrate from asmaller to
larger logical page size, you must account for the amount of disk space
each database requires. Table 3-1 lists the minimum size for adatabase on
each of thelogical page sizes.
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Disk space allocation
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Table 3-1: Minimum database sizes

Logical page Minimum database
size size

2K 2MB

4K 4MB

8K 8MB

16K 16MB

Thelogical page sizeis not the same as the memory alocation page size.
Memory allocation page sizeisalways 2K, regardless of logical pagesize,
which can be 2, 4, 8, or 16K. Most memory-related configuration
parameters use units of 2K for their memory page size. These
configuration parameters include:

max memory

total logical memory

total physical memory

procedure cache size

size of process object heap

size of shared class heap

size of global fixed heap
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Larger logical page sizes and buffers

Adaptive Server alocates buffer poolsin units of logical pages. For
example, on aserver using 2K logical pages, 8MB are allocated to the
default data cache. This constitutes approximately 2048 buffers. If you
allocated the same 8M B for the default data cache on a server using a 16K
logical page size, the default data cache is approximately 256 buffers. On
abusy system, thissmall number of buffersmight result in abuffer always
being in the wash region, causing a slowdown for tasks that request clean
buffers. In general, to obtain the same buffer management characteristics
on larger page sizes as with 2K logical page sizes, scale the size of the
cachestothelarger pagesize. So, if you increase your logical page size by
four times, your cache and pool sizes should be about four times larger as
well.

Adaptive Server typically allocates memory dynamically and allocates
memory for row processing asit needsit, allocating the maximum size for
these buffers, even if large buffers are unnecessary. These memory
management requests may cause Adaptive Server to have amarginal loss
in performance when handling wide-character data.

Heap memory

A heap memory pool isan internal memory pool created at start-up that
tasks useto dynamically allocate memory as needed. This memory pool is
used by tasksthat requirealot of memory from the stack, such astasksthat
use wide columns. For example, if you make a wide column or row
change, the temporary buffer thistask uses can be as large as 16K, which
istoo bigto allocate from the stack. Adaptive Server dynamically allocates
and frees memory during the task’s runtime. The heap memory pool
dramatically reduces the predeclared stack size for each task, while also
improving the efficiency of memory usagein the server. The heap memory
thetask usesisreturned to the heap memory pool when the task isfinished.

Use the heap memory per user configuration parameter to set the heap
memory.

Heap memory is measured in bytes per user. By default, the amount of
memory is set to 4096 bytes. This example setsthe value to 100 bytes per
user:

sp_configure 'heap memory per user', 100
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You can also specify the amount of memory in the number of bytes per
user. For example, the following example specifies that each user
connection isallocated 4K bytes of heap memory (the“0” isaplaceholder
sp_configure requires when you specify a unit value):

sp_configure 'heap memory per user', 0, "4K"

At theinitial Adaptive Server configuration, 1IMB is set aside for heap
memory. Additional heap memory isallocated for all the user connections
and worker processes for which the server is configured, so the following
configuration parameters affect the amount of heap memory available
when the server starts:

*  number of user connections
*  number of worker processes

Theglobal variable @@heapmemsi ze reports the size of the heap memory
pool, in bytes.

Calculating heap memory

38

To calculate how much heap memory Adaptive Server setsaside, perform
the following (Adaptive Server reserves a small amount of memory for
internal structures, so these numbers vary from site to site):

((1024 X 1024) + (heap memory in bytes)* (number of user connections +
number of worker processes) )

Theinitia value of (1024 X 1024) isthe 1IMB initia size of the heap
memory pool. Adaptive Server reserves a small amount of memory for
internal structures.

For example, if your server is configured for:

e heap memory per user —4K

e number of user connections — 25 (the default)

e  number of worker processes — 25 (the default)
@@heapmemsi ze reports 1378304 bytes.

And the estimated value using the formula above, is:
((1024 X 1024) + (4 X 1024 X 50)) = 1253376

Now, if you increase the number of user connections, the size of the heap
memory pool increases accordingly:
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sp_configure 'user connections', 100
@@heapmemsi ze reports 1716224 bytes.
The estimated value in this caseis:
((1024 X 1024) + (4 * 1024 * (100 + 25) ) = 1560576
If your applications fail with this message:

There is insufficient heap memory to allocate %1d
bytes. Please increase configuration parameter 'heap
memory per user' or try again when there is less
activity on the system.

Increase the heap memory available to the server by increasing one of:
* heap memory per user

e number of user connections

. number of worker processes

The size of the memory pool depends on the number of user connections.
Sybase® recommends that you set heap memory per user to at least three
times the size of your logical page.

Sybase recommends that you first increase the heap memory per user
configuration option before you increase number of user connections or
number of worker processes. Increasing the number of user connections and
number of worker processes consumes system memory for other resources,
which may require you to increase the server’s maximum memory.

See Chapter 5, “ Setting Configuration Paramters in the System
Administration Guide: Volume 1.

How Adaptive Server uses memory
Memory exists in Adaptive Server as total logical or physical memory:

e Total logical memory —isthe sum of the memory required for all the
sp_configure parameters. The total logical memory must remain
available, but may or may not be in use at a given moment. The total
logical memory value may change dueto changesin the configuration
parameter values.
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total
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is 10MB
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e Total physica memory —isthe sum of all shared memory segmentsin
Adaptive Server. That is, total physical memory is the amount of
memory Adaptive Server uses at agiven moment. You can verify this
value with the read-only configuration parameter total physical
memory. Thevalue of total physical memory can only increase because
Adaptive Server does not shrink memory pools once they are
allocated. You can decrease the amount of total physical memory by

changing the configuration parameters and restarting Adaptive
Server.

When Adaptive Server starts, it allocates:
»  Memory used by Adaptive Server for nonconfigurable data structures

e Memory for al user-configurable parameters, including the data
cache, the procedure cache, kernel resource memory, and the default
data cache.

Figure 3-1 illustrates how Adaptive Server allocates memory as you
change some of the memory configuration parameters:

Figure 3-1: Memory configuration changes
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When a 2MB worker process pool is added to the Adaptive Server
memory configuration, the procedure and data caches maintain their
originally configured sizes; 1.6MB and 5.3M B, respectively. Because max
memory is5MB larger than the total logical memory size, it easily absorbs
the added memory pool. If the new worker process pool bringsthe size of
the server above the limit of max memory, any command you issue to
increase the worker process pool fails. If this happens, the total logical
memory required for the new configurationisindicated inthesp_configure
failure message. Set the value of max memory to avalue greater than the
total logical memory required by the new configuration. Then retry your
sp_configure request.

Note The valuesfor max memory and total logical memory do not include
the Adaptive Server binary.

Thesize of the default data cache and the procedure cache has asignificant
impact on overall performance. See Chapter 5, “Memory Use and
Performance,” in the Performance and Tuning Series. Basicsfor
recommendations on optimizing procedure cache size.

Determining the amount of memory Adaptive Server
needs

The total memory Adaptive Server requires to start is the sum of all
memory configuration parameters plus the size of the procedure cache
plusthe size of the buffer cache, where the size of the procedure cache and
the size of the buffer cache are expressed in round numbers rather than in
percentages. The procedure cache size and buffer cache size do not depend
onthetotal memory you configure. You can configurethe procedure cache
size and buffer cache size independently. Use sp_cacheconfig to obtain
information such as the total size of each cache, the number of poolsfor
each cache, the size of each pool, and so on.

Use sp_configure to determine the total amount of memory Adaptive
Server isusing at a given moment:

1> sp configure "total logical memory"

Parameter Name Default Memory Used Config Value Run Value
Unit Type
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total logical memory 33792 127550 63775 63775
memory pages (2k) read-only

The valuefor the Memory Used column isrepresented in kilobytes, while
the value for the Config Value column is represented in 2K pages.

The Config Value column indicates the total logical memory Adaptive
Server uses while it is running. The Run Value column shows the total
logical memory being consumed by the current Adaptive Server
configuration. Your output differs when you run this command, because
no two Adaptive Servers are configured exactly the same.

See the Reference Manual: Procedures.

Determining Adaptive Server memory configuration

The total memory allocated during system start-up is the sum of memory
required for al the configuration needs of Adaptive Server. Thisvalue can
be obtained from the read-only configuration parameter total logical
memory. Thisvalueis calculated by Adaptive Server. The configuration
parameter max memory must be greater than or equal to total logical
memory. max memory indicates the amount of memory you will allow for
Adaptive Server needs.

During server start-up, by default, Adaptive Server allocates memory
based on the value of total logical memory. However, if the configuration
parameter allocate max shared memory has been set, then the memory
allocated will be based on the value of max memory. The configuration
parameter allocate max shared memory enables a system administrator to
allocate the maximum memory that is allowed to be used by Adaptive
Server, during server start-up.

The key points for memory configuration are:

»  Thesystem administrator should determinethe size of shared memory
available to Adaptive Server and set max memory to thisvalue.
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e The configuration parameter allocate max shared memory can be
turned on during start-up and runtime to allocate all the shared
memory up to max memory with the least number of shared memory
segments. A large number of shared memory segments has the
disadvantage of some performance degradation on certain platforms.
Check your operating system documentation to determine the optimal
number of shared memory segments. Once a shared memory segment
is alocated, it cannot be released until the server isrestarted.

*  Thedifference between max memory and total logical memory
determines the amount of memory available for the procedure and
statement caches, data caches, or other configuration parameters.

The amount of memory Adaptive Server allocates during start-up is
determined by either total logical memory or max memory. If you set
alloc max shared memory to 1, Adaptive Server uses the value for max
memory.

If either total logical memory or max memory istoo high:

e Adaptive Server may not start if the physical resources on your
machine are not sufficient.

e |If it does start, the operating system page fault rates may rise
significantly and the operating system may need to be
reconfigured to compensate.

If you are upgrading

In versions of Adaptive Server earlier than 12.5, configuration values for
total logical memory, procedure cache percent, and min online engines
automatically calculate the new values for procedure cache size and
number of engines at startup. Adaptive Server computes the size of the
default data cache during the upgrade and writes this value to the
configuration file. If the computed sizes of the data cache or procedure
cache are smaller than the default sizes, they are reset to the default.

During the upgrade, Adaptive Servers sets:

e max memory to the value of total logical memory specified in the
configuration file. If necessary, reset the value of max memory to
comply with the resource requirements.

«  Thenumber of enginesin the previous configuration to the number of
threadsin syb_default_pool.
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Usetheverify option of sp_configure to verify any changesyou maketo the
configuration file without having to restart Adaptive Server:

sp_configure “configuration file”, 0, “verify”, “full_path_to_file”

Determining the amount of memory Adaptive Server
can use

Table 3-2 liststhe upper limits of addressable shared memory for Adaptive
Server versions 12.0 and later:

Table 3-2: Addressable memory limits by platform

32-bit Adaptive | 64-bit Adaptive
Platform Server Server
HP-UX 11.x (PA-RISC processor) 2.75 gigabytes 16 EB?
IBM AIX 5x 2.75 gigabytes 16 EB
Sun Solaris 8 (sparc processor) 3.78 gigabytes 16 EB
Sun Solaris 8 (Intel x86 processor) 3.75 gigabytes N/A
Red Hat Enterprise Linux (Intel x86 | 2.7 gigabytes N/A
processor)

10ne exabyte (EB) equals 20, or 1024 petabyte. 16 exabyteisatheoretical limit; in practice,
the actua valueislimited by the total memory available on the system. Adaptive Server
has been tested with a maximum of 256GB of shared memory.

2Starting Windows with the /3G option allows Adaptive Server to use up to 3 gigabytes of
shared memory. See your Windows documentation.

Note Adaptive Server 12.5 and later allocates memory differently than
earlier versions. This includes changes to existing memory-related
configuration parameters and introduces new memory parameters.

Each operating system has a default maximum shared-memory segment.
Make sure the operating system is configured to allow the allocation of a
shared-memory segment at least as large as max memory. Seethe
Installation Guide for your platform.
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Configuration parameters that affect memory

allocation

max memory

allocate max shared
memory

When setting the Adaptive Server memory configuration, usesp_configure
to specify each memory requirement with an absolute value. Also specify
the size of the procedure and default data caches with absolute values.

There are three configuration parameters that affect the way in which
memory is alocated: max memory, allocate shared memory, and dynamic
allocation on demand.

max memory allowsyou to establish a maximum setting for the amount of
memory you can allocate to Adaptive Server. Setting max memory to a
dlightly larger value than necessary provides extramemory that is utilized
when Adaptive Server memory needs increase.

When you increase the value for max memory, sp_configure sets max
memory to the value you specify. However, memory allocation might
happen later in time. The way Adaptive Server allocates the memory
specified by max memory depends on how you configure allocate max
shared memory and dynamic allocation on demand.

When you upgrade, if the value for max memory isinsufficient, Adaptive
Server automatically increases the value for max memory. The newer
version of Adaptive Server may require more memory because the size of
internal data structures has increased.

allocate max shared memory alows you to either allocate all the memory
specified by max memory at start-up or to alocate only the memory
required by the total logical memory specification during start-up.

On some platforms, if the number of shared memory segments allocated
to an application is more than an optimal, platform-specific number, you
may see some performance degradation. If thisoccurs, set max memory to
the maximum amount available for Adaptive Server. Set allocate max
shared memory to 1 and restart the server. Thisensuresthat all the memory
for max memory is allocated by Adaptive Server at start-up, using the
smallest number of segments.

For example, if you set allocate max shared memory to O (the default) and
max memory to 500M B, but the server configuration requiresonly 100MB
of memory at start-up, Adaptive Server allocates the remaining 400M B
only when it requires the additional memory. However, if you set allocate
max shared memory to 1, Adaptive Server allocates the entire 500MB
when it starts.
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dynamic allocation on
demand
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If allocate max shared memory isset to 0 and you increase max memory, the
actual memory allocation happens when it is needed. If allocate max
shared memory is set to 1and you increase max memory, Adaptive Server
attemptsto allocate memory immediately. If the allocation fails, Adaptive
Server writes messages to the error log.

The advantage of allocating all memory at start-up is that thereis no
performance degradation while the server readjusts for additional
memory. However, if you do not properly predict memory growth, and
max memory IS set to alarge value, you may be wasting physical memory.
Since you cannot dynamically decrease memory configuration
parameters, it isimportant that you also consider other memory
requirements.

dynamic allocation on demand allows you to determine whether your
memory resources are allocated as soon as they are requested, or only as
they are needed. Setting dynamic allocation on demand to 1 allocates
memory changes as needed, and setting it to 0 allocates the configured
memory when you make changes to the memory configuration.

For example, if you set dynamic allocation on demand to 1, and change
number of user connections to 1024, the total logical memory is 1024
multiplied by the amount of memory per user. If the amount of memory
per user is 112K, the memory for user connectionsis 112M B (1024 x 112).

This is the maximum amount of memory that the number of user
connections configuration parameter is allowed to use. However, if only
500 usersare connected to the server, the amount of total physical memory
used by the number of user connections parameter is 56MB (500 x 112).

If dynamic allocation on demand is 0, when you change number of user
connections to 1024, all user connection resources are configured
immediately.

Optimally, organize Adaptive Server memory so that the amount of total
physical memory issmaller than the amount of total logical memory, which
is smaller than the max memory. This can be achieved, in part, by setting
dynamic allocation on demand to 1, and setting allocate max shared memory
to 0.
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Dynamically allocating memory

Adaptive Server dynamically allocates physical memory, which means
you can change the memory configuration of Adaptive Server without
restarting the server.

Note Adaptive Server does not dynamically decrease memory. It is
important that you accurately assessthe needs of your system, becauseyou
may need to restart the server if you decrease the memory configuration
parameters and want to release previously used physical memory. See
“Dynamically decreasing memory configuration parameters’ on page 47.

Consider changing the value of the max_memory configuration parameter
when:

¢ You change the amount of RAM on your machine.
e The pattern of use of your machine changes.

*  The configuration fails because max_memory isinsufficient.

If Adaptive Server cannot start

When Adaptive Server starts, it must acquire the full amount of memory
set by total logical memory. If Adaptive Server cannot start because it
cannot acquire enough memory, reduce the memory requirements by
reducing the values for the configuration parameters that consume
memory. You may also need to reduce the values for other configuration
parametersthat require large amounts of memory. Restart Adaptive Server
to use the new values. See Chapter 5, “ Setting Configuration Paramters,”
in the System Administration Guide: Volume 1

Dynamically decreasing memory configuration parameters

If you reset memory configuration parameters to alower value, in-use
memory is not dynamically released. To see how the changes in memory
configuration are decreased, see Figure 3-2 and Figure 3-3.

System Administration Guide: Volume 2 47



Dynamically allocating memory

total
physical
memory

number of
user

connections
(50)

total total
logical logical
ogica memory
memory
ends
here v
max

v memory

48

Figure 3-2: dynamic allocation on demand set to 1 with no new
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The additional 50 user connections are
configured, but not actually allocated.
Therefore, you can dynamically decrease
the memory configuration.

In Figure 3-2, because dynamic allocation on demand issetto 1, memory is
now used only when there is an event that triggers a need for additional
memory. In this example, such an event is arequest for additional user
connections, when a client attempts to log in to Adaptive Server.
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You may decrease number of user connections to a number that is greater
than or equal to the number of user connections actually allocated,
because, with dynamic allocation on demand set to 1, and without an actual
increase in user connection request, no additional memory is required
from the server.

Figure 3-3: dynamic allocation on demand set to 1, with new user
connections logged on
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Because the memory for number of user
connections has been utilized, you cannot
dynamically decrease the number of user
connections.

System Administration Guide: Volume 2 49



Dynamically allocating memory

50

total
physical
memory

number of
user
connections
(50)

Figure 3-3 assumes that each of the additional 50 user connectionsis
actually used. You cannot decrease number of user connections, because
the memory isin use. You can use sp_configure to specify achangeto
memory configuration parameters, but this change does not take place
until you restart the server.

Figure 3-4: dynamic allocation on demand set to 0
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Note Intheory, when dynamic allocation on demand isset to 0, there should
be no difference between total logical and physical memory. However,
there are some discrepancies in the way that Adaptive Server estimates
memory needs, and the way in which memory is actually required for
usage. For this reason, you may see a difference between the two during

runtime.
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When dynamic allocation on demand is set to 0, al configured memory
regquirementsareimmediately allocated. You cannot dynamically decrease
memory configuration.

In Figure 3-3 and Figure 3-4, users can change the memory configuration
parameter values to any smaller, valid value. This change does not take
place dynamically, but it disallows new memory use. For example, if you
have configured number of user connections to allow for 100 user
connections and then change that val ue to 50 user connections, in the
situations represented by Figure 3-3 and Figure 3-4 , you can decrease the
number of user connections value back to 50. This change does not Affect
the memory used by Adaptive Server until after the server isrestarted, but
it prevents any new users from logging in to the server.

Configuring thread pools

Adaptive Server records individual thread pool information in the
configuration file under the Thead Pool heading.

By default, Adaptive Server includes a set of system thread pools that are
required for it to function. Theseinclude the syb_default_pool engine pool
and multiple run to completion (RTC) thread pools, which do not contain
engines. Users can create their own thread poolsin addition to the system
pools. User created thread pools are always engine pools.

For more details on thread pool types, see “ Thread pools’ on page 128.

At start-up, Adaptive Server listsinformation for syb_default_pool and
syb_blocking_pool, with their parameters set to the default values; the
information for syb_system_pool is not included because Adpative Server
calculates its number of threads at runtime, based on other configuration
demands.

The configuration file lists these parameters for al thread pools:

e number of threads — configured number of threads in the pool.

e description — brief description of pool.

When Adaptive Server starts, thisisthe default thread pool configuration:

[Thread Pool:syb blocking pool]
number of threads = 4
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[Thread Pool:syb default pool]
number of threads = 1

Asyou add or remove thread pools, Adaptive Server updates the
configuration file, but does not require arestart for the changes to take
effect. User-created thread pools (that you create with create thread pool)
must be engine pools.

This example includes the two Sybase-provided thread pools and a user-
created thread pool, sales_pool:

[Thread Pool:sales pool]
description = pool for the sales force
number of threads = 14
idle timeout = 75

[Thread Pool:syb blocking pool]
number of threads = 20

[Thread Pool:syb default pool]
number of threads = 1

Use afile editor to edit the thread pool information in the configuration
file, or use the create thread pool, alter thread pool, and drop thread pool
commands to administer thread pools. See the Reference Manual:
Commands.

If you edit the configuration file, Adaptive Server starts using the new
thread pool configuration, printing any change information to the log file
(if you add thread pools with create thread pool, you need not restart
Adaptive Server). This output is from the log file after adding the
smaller_pool thread pool to Adaptive Server:

00:0000:00000:00000:2010/06/03 16:09:56.22 kernel Create Thread Pool 4,

"smaller pool",

type="Engine (Multiplexed)", with 10 threads

Inisql, use create thread pool to add thread pools. This example adds the
sales_pool thread pool with 5 threads:

create thread pool sales pool with thread count = 1

sp_helpthread

Name
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Use sp_helpthread to determine the runtime values for thread pools,
including syb_system_pool. Thisisthesp_helpthread output for the thread
pools above:

Type Size IdleTimeout

Description
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sales pool Engine (Multiplexed) 1 100
NULL

syb blocking pool Run To Completion 4 0
A pool dedicated to executing blocking calls

syb default pool Engine (Multiplexed) 1 100
The default pool to run query sessions

syb _system pool Run To Completion 4 0

The I/0 and system task pool
To drop the sales_pool thread pool, use:
drop thread pool sales pool
See the Reference Manual: Commands.

You may see amessage similar to thiswhen you create athread pool with
an insufficient amount of memory (determined with kernel resource
memory) to create the threads and there are an insufficient number of
engines available;

00:0001:00000:00011:2010/06/11 14:46:38.32 kernel Setting console to
nonblocking mode.

00:0001:00000:00011:2010/06/11 14:46:38.32 kernel Create thread pool pubs pool
00:0001:00000:00011:2010/06/11 14:46:38.32 kernel Create Thread Pool 4,
"pubs pool", type="THREADPOOL MULTIPLEXED", with 2 threads
00:0001:00000:00011:2010/06/11 14:46:38.32 kernel could not allocate memory
for dynamic engine

00:0001:00000:00011:2010/06/11 14:46:38.32 kernel Thread creation failed to
allocate an engine.

00:0001:00000:00011:2010/06/11 14:46:38.32 server Configuration file
'/sybase/siena.cfg' has been written and the previous version has been renamed
to '/sybase/siena.009'.

1> 00:0025:00000:00000:2010/06/11 14:46:38.33 kernel Network and device
connection limit is 10009.

00:0025:00000:00000:2010/06/11 14:46:38.33 kernel ASE - Dynamic Pluggable
Component Interface is disabled

00:0025:00000:00000:2010/06/11 14:46:38.33 kernel Encryption provider
initialization succeeded on engine 1.

00:0025:00000:00000:2010/06/11 14:46:38.33 kernel Thread 25 (LWP 15726) of
Threadpool pubs pool online as engine 1

To create the thread pool, increase the value of max online engines, and
restart Adaptive Server.
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Determining the total numberof threads

The monThread monitor table includes information about all threadsin
Adaptive Server. Issueselect count (*) from monThread to determine
the total number of threadsin Adaptive Server. However, many threads
reported from this query arefrom syb_blocking_pool, which do not require
much CPU and need not be considered for resource planning.

During resource planning, pay particular attention to the number of query
processing, or engine, threads, that run user queries. Determine the
number of query processing threads by issuing select count (*) from
monEngine, select count (*) from sysengines, OF by adding the
thread countsfor syb_default_pool tothethread countsfor any user-created
thread pools.

sp_sysmon displays the amount of CPU resources each thread consumes.
See Performance and Tuning Series. Monitoring Adaptive Server with

SP_Sysmon.

Tuning the syb_blocking_pool

Usethe monWorkQueue monitoring table to determine an appropriate size
for syb_blocking_pool. Enlarge the size of syb_blocking_pool if it contains
too many queued requests and requires asignificant wait time. Reduce the
size of the pool if the waitCount and WaitTime are zero.

sp_sysmon displays blocking pool statisticsin the “Kernel” section of its
output. You may need to increase the pool size if the “Blocking Call
Activity” section showsahigh percentagefor “ Queued Requests’ relative
to “ Serviced Requests’ or high “ Total Wait Time.”

System procedures for configuring memory
Use these system procedures to configure Adaptive Server memory:
* sp_configure
* sp_helpconfig

*  sp_monitorconfig
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The full syntax and usage of sp_configure and details on each parameter
are discussed in Chapter 5, “ Setting Configuration Parameters,” in the
System Administration Guide, Volume 1.

Using sp_configure to set configuration parameters

To see the parameters associated with memory use on Adaptive Server,
enter:

sp_configure "Memory Use"

A “#" inthe Memory Used column indicates that this parameter isa
component of another parameter and that itsmemory useisincluded in the
memory usefor the other component. For example, memory used for stack
size and stack guard size contributesto the memory requirements for each
user connection and worker process, so the value isincluded in the
memory required for number of user connections and for number of worker
processes, if they are set to more than 200.

Some of the values from the Memory Use output are computed values.
You cannot set them using sp_configure, but are reported to show where
memory is alocated. Among the computed valuesistotal data cache size.

Memory available for dynamic growth

Issuing sp_configure memory displays all of the memory parameters and
determines the difference between max memory and total logical memory,
which is the amount of memory available for dynamic growth. For
example:

sp_configure memory

Msg 17411, Level 16, State 1:
Procedure 'sp configure', Line 187:
Configuration option is not unique.

Parameter Name Default Memory Used Config Value Run Value

Unit Type

additional network memory 0 0 0 0
bytes dynamic

allocate max shared memory 0 0 0 0
switch dynamic

compression memory size 0 152 0 0

memory pages (2k) dynamic
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engine memory log size 0 2 0 0
memory pages (2k) dynamic

heap memory per user 4096 0 4096 4096
dynamic

kernel resource memory 4096 8344 4096 4096
memory pages (2k) dynamic

lock shared memory 0 0 0 0
static

max memory 33792 300000 150000 150000
memory pages (2k) dynamic

memory alignment boundary 16384 0 16384 16384
static

memory per worker process 1024 4 1024 1024
dynamic

messaging memory 400 0 400 400
memory pages (2k) dynamic

pci memory size 32768 0 32768 32768
memory pages (2k) dynamic

shared memory starting address 0 0 0 0
not applicable static

total logical memory 33792 110994 55497 55497
memory pages (2k) read-only

total physical memory 0 97656 0 48828
memory pages (2k) read-only

transfer utility memory size 4096 8194 4096 4096

memory pages (2k)

dynamic

An additional 30786 K bytes of memory is available for reconfiguration. This is

the difference between

'max memory' and 'total logical memory'.

Using sp_helpconfig
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sp_helpconfig estimates the amount of memory required for agiven
configuration parameter and value. It also provides a short description of
the parameter, information about the minimum, maximum, and default
valuesfor the parameter, the run value, and the amount of memory used at
the current run value. Youmay find sp_helpconfig particularly useful if you
are planning substantial changesto aserver, such asloading large, existing
databasesfrom other servers, and you want to estimate how much memory
is needed.

To see how much memory is required to configure a parameter, enter
enough of the parameter name to make it unique, and the value you want
to configure:
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1> sp helpconfig "worker processes", "50"

number of worker processes is the maximum number of worker processes that can be
in use Server-wide at any one time.

Minimum Value Maximum Value Default Value Current Value Memory Used
Unit Type

0 2147483647 0 0 0
number dynamic

Configuration parameter, 'number of worker processes', will consume 7091K of
memory 1f configured at 50.

Changing the value of 'number of worker processes' to '50' increases the amount
of memory ASE uses by 7178 K.

You can also use sp_helpconfig to determine the value for sp_configure, if
you know how much memory you want to allocate to a specific resource:

1> sp helpconfig "user connections", "5M"

number of user connections sets the maximum number of user connections that can
be connected to SQL Server at one time.

Minimum Value Maximum Value Default Value Current Value Memory Used

Unit Type

5 2147483647 25 25 3773
number dynamic
Configuration parameter, 'number of user connections', can be configured to 33

to fit in 5M of memory.

Theimportant difference between the syntax of thesetwo statementsisthe
use of aunit of measure in the second example (the “M” for megabytes) to
indicateto sp_helpconfig that the valueisasize, not aconfiguration value.
The valid units of measure are:

e P —pages (Adaptive Server 2K pages)
e K -—kilobytes

* M-—megabytes

e G -—gigabytes
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There are some cases where the syntax does not make sense for the type
of parameter, or where Adaptive Server cannot calculate memory use. In
these cases, sp_helpconfig prints an error message. For example, if you
attempt to specify asizefor aparameter that toggles, such asallow resource
limits, sp_helpconfig prints the message that describes the function of the
parameter for all the configuration parameters that do not use memory.

Using sp_monitorconfig

sp_monitorconfig displays metadata cache usage statisticson certain shared
server resources, including:

»  Thenumber of databases, objects, and indexesthat can be open at any
onetime

»  Thenumber of auxiliary scan descriptors used by referential integrity
queries

»  The number of free and active descriptors
*  The number of free memory pages
»  The percentage of active descriptors

*  The maximum number of descriptors used since the server was last
started

»  Thecurrent size of the procedure cache and the amount actually used

*  The name of the instance on which you run sp_monitorconfig, if you
arerunning in a clustered environment, or NULL if you are not
running in a clustered environment.

For example, suppose the number of open indexes configuration parameter
is500. During a peak period, you can run sp_monitorconfig to get an
accurate reading of the actual metadata cache usage for index descriptors:

sp_monitorconfig "number of open indexes"
Usage information at date and time: May 28 2010 1:12PM.

Name Num_ free Num active Pct act Max Used
Reuse cnt Instance Name
number of open indexes 217 283 56.60 300
0 NULL
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The maximum number of open indexes used since the server was last
started is 300, even though Adaptive Server is configured for 500.
Therefore, you can reset the number of open indexes configuration
parameter to 330, which accommodates the 300 maximum used index
descriptors, and allows for 10 percent more.

You can also determine the current size of the procedure cache using
sp_monitorconfig "procedure cache size". This parameter describes the
amount of space the procedure cache is currently configured for and the
most it has ever actually used. In this example, the procedure cache is
configured for 20,000 pages.

sp_configure "procedure cache size"

Parameter Name DefaultMemory Used
Config Value Run Value Unit
Type
procedure cache size 7000 43914
20000 20000 memory pages (2k)
dynamic

However, when you run sp_montorconfig “procedure cache size”, you find
that the maximum procedure cache ever used is 14241 pages, which means
you can lower the run value of the procedure cache, saving memory:

sp_monitorconfig "procedure cache size"
Usage information at date and time: May 28 2010 1:35PM.

Name Num free Num active Pct act Max Used

Reuse_cnt Instance_ Name

procedure cache size 5878 14122 70.61 14241
384 NULL

View the number of free memory pages (Num_free) to determineif your
kernel resource memory configuration is adequate:

sp_monitorconfig "kernel resource memory"
Usage information at date and time: Oct 12 2010 1:35PM.

Name Num_free Num_active Pct_act Max Used

Reuse_ cnt Instance_Name

kernel resource memory 9512 728 7.11 728
0 NULL
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If the number of free pagesislow, but the percent active (Pct_act) is
high, you may need to increasethevalue of kernel resource memory.

Configuration parameters that control Adaptive Server

memory

Configuration parameters that use large amounts of Adaptive Server
memory, and those that are commonly changed at a large number of
Adaptive Server installations, should be checked by system administrators
who are configuring an Adaptive Server for the first time. Review these
parameters when the system configuration changes, after upgrading to a
new version of Adaptive Server, or when making changes to other
configuration variables that use memory.

Configuration parameters that use less memory are discussed in “ Other
parameters that use memory” on page 66.

Adaptive Server executable code size

The size of executable codeis not included in the value of total logical
memory or max memory calculations. total logical memory reportsthe actual
memory requirement for Adaptive Server configuration, excluding any
memory required for the executable.

The memory requirements for executable code is managed by the
operating system and is beyond the control of Adaptive Server. Consult
your operating system documentation.

Data and procedure caches
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Asexplained in “How Adaptive Server uses memory” on page 39, you
specify the size of the dataand procedure caches. This section explainsthe
details between the two caches and how to monitor cache sizes.
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Determining the procedure cache size

procedure cache size specifiesthe size of your procedure cache in 2K
pages, regardless of the server’slogica page size. For example:

sp_configure "procedure cache size"

Parameter Name Default Memory Used Config Value Run Value
Unit Type
procedure cache size 7000 15254 7000 7000

memory pages (2k) dynamic

The amount of memory used for the procedure cache is 30.508KB (that is, 15254 2K pages). To set the
procedure cache to a different size, issue:

sp_configure "procedure cache size", new size
This exampl e resets the procedure cache size to 10000 2K pages (20MB):

sp_configure "procedure cache size", 10000
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Determining the default data cache size

Both sp_cacheconfig and sp_helpcache display the current default data
cachein megabytes. For example, thefollowing showsan Adaptive Server
configured with 19.86MB of default data cache:

sp_cacheconfig

Cache Name Status Type Config Value Run Value
default data cache Active Default 0.00 Mb 19.86Mb
Total 0.00Mb 19.86 Mb

Cache: default data cache, Status: Active, Type: Default

Config Size: 0.00 Mb, Run Size: 19.86 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 4066 Kb 0.00 Mb 19.86 Mb 10

To change the default data cache, issue sp_cacheconfig, and specify
“default data cache.” For example, to change the default data cache to
25MB, enter:

sp_cacheconfig "default data cache", "25M"

This changeisdymamic: you need not restart Adaptive Server for the new
value to take effect.

The default data cache sizeis an absol ute value, and the minimum sizefor
the cache size is 256 timesthe logical page size; for 2KB, theminimumis
512KB: for 16K B, the minimum is 4MB. The default value is SMB.
During an upgrade, Adaptive Server setsthe default data cache sizeto the
value of the default data cache in the configuration file.

Monitoring cache space

Check data cache and procedure cache space using:

sp_configure "total data cache size"
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Another way to determine how Adaptive Server uses memory isto
examine the memory-related messages written to the error log when
Adaptive Server starts. These messages state exactly how much data and
procedure cacheis all ocated, how many compiled objects canresidein
cache at any onetime, and buffer pool sizes.

These messages provide the most accurate information regarding cache
allocation on Adaptive Server. The amount of memory allocated for the
procedure caches depends on the run value of the procedure cache size
configuration parameter.

Each of these error log messages is described below.

Procedure cache messages
These error log messages provide information about the procedure cache:

server: Number of proc buffers allocated: 556
server: Number of blocks left for proc headers: 629

proc buffer

A proc buffer (procedure buffer) isadata structure that manages compiled
objects in the procedure cache. One proc buffer is used for every copy of
acompiled object stored in the procedure cache. When Adaptive Server
starts, it determinesthe number of proc buffersrequired and multipliesthat
value by the size of a single proc buffer (76 bytes) to abtain the total
amount of memory required.

proc header

Whilein the procedure cache, acompiled object is stored in a proc header
(procedure header). Depending on the size of the object to be stored, one
or more proc headers may be required. The total number of compiled
objectsthat can be stored in the procedure cache is limited by the number
of available proc headers or proc buffers, whichever isless.

Thetotal size of procedure cache is the combined total of memory
allocated to proc buffers (rounded up to the nearest page boundary), plus
the memory allocated to proc headers.

Data cache messages

When Adaptive Server starts, it recordsthetotal size of each cache and the
size of each pool in the cache in the error 1og. This example shows the
default data cache with two pool s and a user-defined cache with two pools:
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Memory allocated for the default data cache cache: 8030 Kb
Size of the 2K memory pool: 7006 Kb

Size of the 16K memory pool: 1024 Kb

Memory allocated for the tuncache cache: 1024 Kb

Size of the 2K memory pool: 512 Kb

Size of the 16K memory pool: 512 Kb

Kernel resource memory

The kernel resource memory parameter determines the amount of memory
available, in 2K pages, for internal kernel purposes, such as thread pools,
tasks, and monitor counters. The memory for kernel resource memory is
drawn from max memory, which must be sufficiently large to accept a
larger value for kernel resource memory.

User connections

The amount of memory required per user connection varies by platform,
and it changes when you change other configuration variables, including:

e default network packet size
»  stack size and stack guard size
* user log cache size

Changing any of these parameters changes the amount of space used by
each user connection: multiply thedifferencein size by the number of user
connections. For example, if you have 300 user connections, and you
increase the stack size from 34K to 40K, the new value requires 1800K
more memory.

Open databases, open indexes, and open objects

The configuration parameters that control the total number of databases,
indexes, partitions and objects that can be open simultaneously are
managed by the metadata caches. The metadata caches reside in the
server structures portion of Adaptive Server memory. Use these
parameters to configure space for these caches:

* number of open databases
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e number of open indexes
* number of open objects
* number of open partitions

See Chapter 5, Setting Configuration Parameters,” in the System
Administration Guide, Volume 1.

When Adaptive Server opens adatabase or accesses an index, partition, or
object, it readsinformation about it in the corresponding system tables: the
information for databasesisin sysdatabases, the information for indexes
isinsysindexes, theinformation for partitionsisin syspartitions, and so on.

The metadata caches for databases, indexes, partitions, or objects allow
Adaptive Server to access the information that describe themin
sysdatabases, sysindexes, syspartitions, or sysobjects directly initsin-
memory structure. In doing so, Adaptive Server bypasses expensive calls
that require disk access, thus improving performance. It aso reduces
synchronization and spinlock contention when Adaptive Server needs to
retrieve database, index, partition, or object information at runtime.

Managing individual metadata caches is beneficial for a database that
contains alarge number of indexes, partitions, and objects, and where
thereis high concurrency among users.

Number of locks

All processes in Adaptive Server share a pool of lock structures. Asan
initial estimate for configuring the number of locks, multiply the number
of concurrent user connections you expect, plus the number of worker
processes that you have configured, by 20.

The number of locks required by queries can vary widely. See Chapter 5,
“Setting Configuration Parameters,” in the System Administration Guide:
\olume 1. For information about how worker processes use memory, see
“Worker processes’ on page 67.

Adaptive Server issues error message 1204 if it runs out of locks, and only
the“sa,” or userswith the sa_role, can log in to the server to configure
additional locks. At this point, Adaptive Server refuses login attempts by
any other users and prints this message to the error log:

login: Process with spid <process id> could not
connect to the ASE which has temporarily run out of
locks
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Whilein this state, Adaptive Server refuses login attempts from users for
whom the sa_role is not automatically activated during login. Automatic
role activation occursiif the system security office has taken any of these
steps:

e Granted the sa role directly to the user

e Grantedthesa roleindirectly to the user through a user-defined role,
which is specified as the user’s default role

e Granted the sa roleto the user’slogin profile, and altered the profile
to automatically activate the sa_role

Once logged in, the “sa’ user, or the user with the sa_role, should
immediately execute sp_configure to add locks. Inthis state, executing any
other statement may cause Adaptive Server to issue error message 1024

again.
Adaptive Server may move to an unrecoverable state if a high number of

“sa’ users, or userswiththesa role, attempt tologin simultaneously when
Adaptive Server is out of locks.

Database devices and disk I/O structures

The number of devices configuration parameter controls the number of
database devices that can be used by Adaptive Server for storing data. See
Chapter 5, “ Setting Configuration Parameters,” in the System
Administration Guide: Volume 1.

When a user process must perform a physical 1/O, thel/Oisqueued in a
disk /O structure. See Chapter 5, “ Setting Configuration Parameters,” in
the System Administration Guide: Volume 1.

Other parameters that use memory

This section discusses configuration parameters that use moderate
amounts of memory.
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Parallel processing

Worker processes

Parallel processing requires more memory than serial processing. The
configuration parameters that affect parallel processing are:

e number or worker processes
e memory per worker processes

e number of mailboxes and number of messages

number of worker processes sets the total number of worker processes
available simultaneously in Adaptive Server. Each worker process
reguires about the same amount of memory as a user connection.

Changing any of these parameters changes the amount of memory
required for each worker process:

e  default network packet size

*  stack size and stack guard size
* user log cache size

*  memory per worker process

memory per worker process controls the additional memory that is placed
in apool for al worker processes. This additional memory stores
miscellaneous data structure overhead and inter-worker process
communication buffers.

Parallel queries and the procedure cache

Remote servers

Each worker process makes its own copy of the query plan in space
borrowed from the procedure cache. The coordinating process keeps two
copies of the query plan in memory.

Some configuration parameters that allow Adaptive Server to
communicate with other Sybase servers such as Backup Server,
Component Integration Services, or XP Server use memory.

The configuration parameters that affect remote servers and that use
memory are:
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Number of remote sites

. number of remote sites
. number of remote sites
*  number of remote logins

* remote server pre-read packets

Set number of remote sites to the number of simultaneous sites you must
communicate to or from on your server. If you use only Backup Server,
and no other remote servers, you can increase your data cache and
procedure cache space by reducing this parameter to 1.

The connection from Adaptive Server to XP Server uses one remote site.

Other configuration parameters for RPCs

Referential integrity

68

These configuration parameters for remote communication use only a
small amount of memory for each connection:

. number of remote connections
*  number of remote logins

Each simultaneous connection from Adaptive Server to X P Server for ESP
execution uses one remote connection and one remote login.

Since the remote server pre-read packets parameter increases the space
required for each connection configured by the number of remote
connections parameter, increasing the number of pre-read packetscan have
asignificant effect on memory use.

If thetablesin your databases use alarge number of referential constraints,
you may need to adjust the number of aux scan descriptors parameter, if
user connections exceed the default setting. In most cases, the default
setting is sufficient. If a user connection exceeds the current setting,
Adaptive Server returns an error message suggesting that you increase the
number of aux scan descriptors parameter setting.

Adaptive Server Enterprise



CHAPTER 3 Configuring Memory

Other parameters that affect memory

Other parameters that affect memory are listed below. When you reset
these configuration parameters, check the amount of memory they use and
the effects of the change on your procedure and data cache.

* additional network memory * max online engines

¢ allow resource limits * max SQL text monitored

* audit queue size * number of alarms

* event buffers per engine * number of large i/o buffers
* max number network listeners * permission cache entries

The statement cache

The statement cache is used for saving SQL from cached statements.
Adaptive Server compares incoming SQL statements to its cached SQL
statements, and if they are equal, it executes the plan of the SQL
statements already saved. Thisallowsthe application to amortize the costs
of query compilation across several executions of the same statement.

Setting the statement cache

The statement cache lets Adaptive Server compare anewly received ad
hoc SQL statement to cached SQL statements. If a match is found,
Adaptive Server uses the plan cached from the initial execution. In this
way, Adaptive Server does not have to recompile SQL statements for
which it already has aplan.

The statement cache is a server-wide resource, which allocates and
consumes memory from the procedure cache memory pool. Set the size of
the statement cache dynamically using the statement cache size
configuration parameter.

Note If you deallocate or reduce the amount of memory for the statement
cache, the original memory allocated is not released until you restart
Adaptive Server.

The syntax isasfollows, where size of cacheisthesize, in 2K pages:
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sp_configure "statement cache size", size of cache

For example, to set your statement cache to 5000 2K pages, enter:

sp_configure "statement cache size", 5000

See Chapter 5, “ Setting Configuration Parameters,” in the System
Administration Guide: Volume 1.

When you configure memory for the statement cache, consider:

The amount of memory allocated for the procedure cache memory
pool is the sum of the statement cache size and the procedure cache
size configuration parameters. The statement cache memory is taken
from the procedure cache memory pool.

statement cache size limits the amount of procedure cache memory
available for cached SQL text and plans. Adaptive Server cannot use
more memory for the statement cache than you have configured with
the statement cache size configuration parameter.

@@nestlevel containsthe nesting level of current execution with the
user session, initially 0. Each time a stored procedure or trigger calls
another stored procedure or trigger, the nesting level isincremented.
Thenesting level isalsoincremented by one when a cached statement
is created. If the maximum of 16 is exceeded, the transaction aborts.

All procedure cache memory, including the memory allocated by the
statement cache size configuration parameter, is available for stored
procedures, which may replace cached statements on an least recently
run (LRU) basis.

Increase the max memory configuration parameter by the same
amount configured for the statement cache. For example, if you have
initially configured the statement cache sizeto 100 2K pages, increase
max memory by the same amount.

If you have used the statement cache size configuration parameter,
you can disable and enabl e the statement cache at the session level
with set statement cache. By default, the statement cacheison at the
session level if it has been configured at the server level.

Because each cached statement consumes one object descriptor, you
must al so increase the number of object descriptorsaccordingly, using
the number of open objects configuration parameter. To estimate how
many cached SQL statementsto allow for, see“ Statement cache
sizing” on page 73.
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Ad hoc query processing

When Adaptive Server caches a statement, it changes the statement from
an ad-hoc query to alightweight stored procedure. For example, if you
issue sp_bindefault or sp_bindrule in the same batch as the statement that
invokesthe default or rule without caching the statement, Adaptive Server
issues error message 540. However, if you cache the statement, Adaptive
Server binds the default or rule to the column.

Adaptive Server may issue aruntimeerrorsinstead of normalization errors
when statements are cached and executed as stored procedures. For

example, thisquery raises error number 241 if the statement is not cached,
butraisesaTruncation error and abortsthe commandif the statement

is cached.
create table tl(cl numeric(5,2)
go
insert tl values(3.123)
go

To process ad hoc SQL statements using the statement cache:
1 Adaptive Server parses the statement.

If the statement should be cached (see “ Caching conditions” on page
72), Adaptive Server computes a hash value from the statement.
Adaptive Server uses this hash value to search for amatching
statement in the statement cache (see “ Statement matching criteria”
on page 72).

e Ifamatchisfoundin the statement cache, Adaptive Server skips
to step 4.

e |f amatch isnot found, Adaptive Server proceeds to step 2.
Adaptive Server caches the SQL statement text.

3 Adaptive Server wraps the SQL statement with alightweight stored
procedure and changes any local variablesinto procedure parameters.
Theinternal representation of the lightweight procedure is not yet
compiled into the plan.

4 Adaptive Server converts the SQL statement into an execute
statement for the corresponding lightweight procedure.

e If thereisno plan in the cache, Adaptive Server compilesthe
procedure and caches the plan. Adaptive Server compiles the
plan using the assigned runtime values for the local variables.
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Statement matching criteria

Caching conditions

72

e If theplanexistsbutisinvalid, Adaptive Server returnsto step 3
using the text of the cached SQL statement.

5 Adaptive Server then executes the procedure. Substituting the

lightweight procedure increments the @@nestlevel global variable.

Adaptive Server matches an ad hoc SQL statement to a cached statement
by the SQL text and by login (particularly if both usershavesa_role), user
ID, database ID, and session state settings. The relevant session state
consists of settings for these set command parameters:

forceplan

jtc

parallel_degree

prefetch
guoted_identifier

table count

transaction isolation level

chained (transaction mode)

Settings for these parameters determine the behavior of the plan Adaptive
Server produces for a cached statement. See the Reference Manual:
Commands.

Note You must configure set chained on/off inits own batch if you enable
the statement cache.

Adaptive Server caches statements according to these conditions:

Adaptive Server currently caches select, update, delete, and insert
select statements with at |east one table reference.

Statements are not cached if the abstract plan dump or abstract plan
load parameters are enabled. That is, you cannot enabl e the statement
cache and enabl e the abstract plan load and abstract plan dump at
configuration parameters the same time
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Statement cache sizing

Adaptive Server does not cache select into statements, cursor
statements, dynamic statements, plain insert (not insert select)
statements, and statements within stored procedures, views, and
triggers. Statementsthat refer to temporary tables are not cached, nor
are statements with language parameters transmitted as binary large
object (BLOB) datatypes. Statements that are prohibitively large are
not cached. Also, select statements that are part of a conditional if
exists or if not exists clause are not cached.

Each cached statement requires approximately 1K memory in the
statement cache, depending on the length of the SQL text. Each cached
plan requires at least 2K of memory in the procedure cache. To estimate
the statement cache memory required, account for the following for each
statement to be cached:

The length of the SQL statement, in bytes, rounded up to the nearest
multiple of 256.

Approximately 100 bytes overhead.

The size of the plan in the procedure cache. Thissizeis equivalent to
the size of a stored procedure plan containing only the cached
statement. There may be duplicates of the plan for a single cached
statement being used concurrently by two or more users.

Monitoring the statement cache

sp_sysmon reports on statement caching and stored procedure executions.
The statement cache is monitored by these counters:

Statements Cached — the number of SQL statements added to the
cache. Thisistypically the same number as Statements Not Found.
Smaller values for statements cached means the statement cacheis
full of active statements.

Statements Found in Cache —the number of times a query plan was
reused. A low number of cache hits may indicate the statement cache
istoo small.

Statements Not Found — indicates alack of repeated SQL statements.
The sum of statements found in cache and statements not found is the
total number of eligible SQL statements submitted.
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SQLStatement Cache:

Statements
Statements
Statements
Statements
Statements
Statements

e  Statements Dropped —the number of statements that were dropped
from the cache. A high value may indicate an insufficient amount of
procedure cache memory, or the statement cache sizeistoo small.

e  Statements Restored —the number of query plansregenerated fromthe
SQL text. High values indicate an insufficient procedure cache size.

e Statements Not Cached — the number of statements Adaptive Server
would have cached if the statement cache were enabled. However,
Statements Not Cached does not indicate how many unique SQL
statements would be cached.

Thisis sample output from sp_sysmon:

Cached 0.0 0.0 0 n/a
Found in Cache 0.7 0.0 2 n/a
Not Found 0.0 0.0 0 n/a
Dropped 0.0 0.0 0 n/a
Recompiled 0.3 0.0 1 n/a
Not Cached 1.3 0.0 4 n/a

Purging the statement cache

Run dbcc purgesglcache to remove all the SQL statements from the
statement cache. Any statements that are currently running are not
removed.

You must have the sa_role to run dbcc purgesglcache

Printing statement summaries

dbcc prsglcache
Start of SSQL Hash Table at 0xfc67d830

74

Run dbcc prsglcache to print summaries of the statementsin the statement
cache. The oid option allows you to specify the object D of the statement
to print, and the printopt option allows you to specify whether you print
the trace description (specify 0) or the showplan option (specify 1). If you
do not include any values for oid or printopt, dbcc prsglcache displaysthe
entire contents of the statement cache.

You must have the sa_role to run dbcc prsglcache

This provides information for all statementsin the cache:
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Memory configured: 1000 2k pages Memory used: 18 2k pages
Bucket# 625 address 0xfcé67ebb8

SSQL DESC 0xfc67£9c0
ssgl name *ss1248998166 0290284638ss*
ssqgl hashkey 0x114d645e ssqgl id 1248998166

ssqgl suid 1 ssqgl uid 1 ssqgl dbid 1
ssql status 0x28 ssgl parallel deg 1

ssqgl_tab count 0 ssql_isolate 1 ssgl tranmode 0
ssgl keep 0 ssgl usecnt 1 ssgl pgcount 8

SQL TEXT: select * from sysobjects where name like "sp%"

Bucket# 852 address 0xfc67£2d0

SSQL DESC 0xfc67£840

ssqgl_name *s551232998109_ 1393445479ss*

ssqgl hashkey 0x530e4a67 ssqgl id 1232998109

ssgl_suid 1 ssgl _uid 1 ssgl _dbid 1
ssqgql status 0x28 ssgl parallel deg 1
ssql tab count 0 ssqgl isolate 1 ssgl tranmode 0
ssgl keep 0 ssgl usecnt 1 ssgl pgcount 3

SQL TEXT: select name from systypes where allownulls = 0
End of SSQL Hash Table

DBCC execution completed. If DBCC printed error messages, contact a user with
Or you can get information about a specific object ID:

dbcc prsglcache (1232998109, 0)

SSQL DESC 0xfc67£840

ssgl_name *s5s51232998109_ 1393445479ss*

ssqgl hashkey 0x530e4a67 ssqgl id 1232998109

ssgl_suid 1 ssgl uid 1 ssgl _dbid 1
ssql status 0x28 ssgl parallel deg 1
ssql tab count 0 ssqgl isolate 1 ssgl tranmode 0
ssgl keep 0 ssgl usecnt 1 ssgl pgcount 3

SQL TEXT: select name from systypes where allownulls = 0

DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role.

This example specifies 1 in the printopt parameter for the showplan output:
dbcc prsglcache (1232998109, 1)

SSQL DESC 0xfc67£840
ssgl _name *ss51232998109_1393445479ss*
ssqgl hashkey 0x530e4a67 ssqgl id 1232998109
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ssqgl suid 1 ssqgl uid 1 ssqgl dbid 1
ssql status 0x28 ssgl parallel deg 1

ssqgl_tab count 0 ssql_isolate 1 ssgl tranmode 0
ssgl keep 0 ssgl usecnt 1 ssgl pgcount 3

SQL TEXT: select name from systypes where allownulls = 0
QUERY PLAN FOR STATEMENT 1 (at line 1).

STEP 1
The type of query is SELECT.
FROM TABLE

systypes
Nested iteration.
Table Scan.
Forward scan.

Positioning at start of table.
Using I/0 Size 2 Kbytes for data pages.
With LRU Buffer Replacement Strategy for data pages.
DBCC execution completed. If DBCC printed error messages,
contact a user with

System Administrator (SA) role.

Displaying the SQL plan for cached statements
View the plan for a cached statement using these functions:

show plan(spid, batch id, context id,
statement number)

Where:

» gpid—process D for any user connection.

»  batch_id —unique number for a batch.

e context_id —unique number for every procedure (or trigger)

e statement_number —number of the current statement within a batch.

For a statement that is not performing well, you can change the plans by
altering the optimizer settings or specifying an abstract plan.
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When you specify thefirst int variablein the existing show_plan argument
as“-1", show_plan treats the second parameter as a SSQLID.

Note A single entry in the statement cache may be associated with
multiple, and possibly different, SQL plans. show_plan displays only one
of them.
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The most common reason for administering data cachesisto reconfigure
them for performance. This chapter is primarily concerned with the
mechanics of working with data caches. Chapter 5, “Memory Use and
Performance,” in the Performance and Tuning Series: Basics discusses
performance concepts associated with data caches.
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The Adaptive Server data cache

The data cache holds the data, index, and log pages currently in use, aswell as
pages used recently by Adaptive Server. Immediately after installation,
Adaptive Server has asingle default data cache that is used for all data, index,
and log activity. The default size of this cache is 8M. Creating other caches
does not reduce the size of the default data cache. Also, you can create pools
within the named caches and the default cache to perform large I/Os. You can
then bind adatabase, table (including the syslogs table), index, or text or image
page chain to a named data cache.

Large 1/0 sizes enable Adaptive Server to perform data prefetching when the
query optimizer determines that prefetching would improve performance. For
example, an 1/0 size of 128K on a server configured with 16K logical pages
means that Adaptive Server can read an entire extent—8 pages—all at once,
rather than performing 8 separate 1/0s.

Sorts can also take advantage of buffer pools configured for large 1/0 sizes.

Configuring named data caches does not divide the default cacheinto separate
cache structures. The named data caches that you create can be used only by
databases or database objectsthat are explicitly bound to them. All objects not
explicitly bound to named data caches use the default data cache.

Adaptive Server provides user-configurable data caches to improve
performance, especially for multiprocessor servers.

Figure 4-1 shows a cache with the default data cache and two named data
caches. This server uses 2K logical pages.

The default cache contains a 2K pool and a 16K pool. The User_Table_Cache
cache also hasa 2K pool and a16K pool. The Log_Cache hasa 2K pool and a
4K pooal.
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Data Cache

Figure 4-1: Data cache with default cache and two named data caches

2K pool

Default data cache
16K pool
2K pool

User_Table Cache
16K pool
2K pool

Log_Cache
4K pool

Cache configuration commands and system
procedures

Command or
procedure

Table 4-2 lists commands and system procedures for configuring named data
caches, for binding and unbinding objectsto caches, and for reporting on cache
bindings. It also lists procedures you can use to check the size of your database
objects, and commands that control cache usage at the object, command, or
session level.

Table 4-1: Commands and procedures for configuring named data
caches

Function

sp_cacheconfig

Creates or drops named caches, and changes the size, cache type, cache policy, or number of
cache partitions.

sp_poolconfig

Creates and drops /O pools, and changes their size, wash size, and asynchronous prefetch
percent limit.
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Command or
procedure

Function

sp_bindcache

Binds databases or database objects to a cache.

sp_unbindcache

Unbinds specific objects or databases from a cache.

sp_unbindcache_all

Unbinds all objects bound to a specified cache.

sp_helpcache

Reports summary information about data caches, and lists the databases and database objects
that are bound to caches.

sp_cachestrategy

Reports on cache strategies set for a table or index, and disables or reenables prefetching or
MRU strategy.

sp_logiosize

Changes the default 1/0 size for the log.

sp_spaceused

Provides information about the size of tables and indexes, or the amount of space used in a
database.

sp_estspace

Estimates the size of tables and indexes, given the number of rows the table will contain.

sp_help Reports the cache to which atable is bound.
sp_helpindex Reports the cache to which an index is bound.
sp_helpdb Reports the cache to which a database is bound.

set showplan on

Reports on 1/0 size and cache utilization strategies for a query.

set statistics io on

Reports number of reads performed for a query.

set prefetch [on |off]

Enables or disables prefetching for an individual session.

select...
(prefetch...Iru | mru)

Forces the server to use the specified 1/0 size or MRU replacement strategy.

Most of the parameters for sp_cacheconfig that configure the data cache are
dynamic and do not require that you restart the server for them to take effect.
See Table 4-2 on page 85 for a description of static and dynamic actions.

In addition to using the commands to configure named data caches
interactively, you can also edit the configuration file located in the $SYBASE
directory. However, doing so requires that you restart the server. See
“Configuring data caches using the configuration file” on page 113.

Information on data caches

82

Usesp_cacheconfig to create and configure named data caches. When you first
install Adaptive Server, it hasasingle cache named default data cache.
To seeinformation about caches, enter:

sp_cacheconfig

Theresults of sp_cacheconfig look similar to:
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Cache Name Status Type Config Value Run Value
default data cache Active Default 0.00 Mb 59.44 Mb
Total 0.00 Mb 59.44 Mb

Cache: default data cache, Status: Active, Type: Default

Config Size: 0.00 Mb, Run Size: 59.44 Mb

Config Replacement: strict LRU, Run Replacement: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent

2 Kb 12174 Kb 0.00 Mb 59.44 Mb 10

Summary information for each cache is printed in ablock at the top of the
report, ending with atotal sizefor all configured caches. For each cache, there
isablock of information reporting the configuration for the memory poolsin
the cache.

The columns are:

e Cache Name — gives the name of the cache.

e Status—indicates whether the cache is active. Possible values are:
e “Pend/Act” —the cache wasjust created but not yet active.
e “Active’ —the cacheis currently active.

e “Pend/Del” —the cacheis being deleted. The cache size was reset to
0 using sp_cacheconfig and sp_poolconfig. See “ Configuring data
caches’ on page 84.

*  Type—indicateswhether the cache can store dataand log pages (“Mixed”)
or log pages only (“Log Only”). Only the default cache has the type
“Default.” You cannot change the type of the default data cache or change
the type of any other cache to “Default.”

« Config Value — displays the currently configured value. In the example
output, the default data cache has not been explicitly configured, soitssize
isO.

* RunVaue- displays the size that Adaptive Server is currently using.
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The second block of output beginswith three lines of information that describe
the cache. Thefirst two lines repeat information from the summary block at the
top. The third line, “ Config Replacement” and “ Run Replacement” shows the
cachepolicy, whichiseither “strict LRU” or “relaxed LRU.” Run Replacement
describes the setting in effect (either “strict LRU” or “relaxed LRU"). If the
policy was changed since the server was restarted, the Config Replacement
setting is different from the Run Replacement setting.

sp_cacheconfig then provides arow of information for each pool in the cache:

» 10 Size—showsthe size of the buffersin the pool. The default size of the
pool isthe size of the server’slogical page. When you first configure a
cache, all the spaceisassigned tothe poal. Valid sizesare 2K, 4K, 8K, and
16K.

*  Wash Size—indicatesthe wash size for the pool. See “ Changing the wash
areafor amemory pool” on page 102.

e Config Size and Run Size — display the configured size and the size
currently in use. These may differ for other poolsif you havetried to move
space between them, and some of the space could not be freed.

e Config Partition and Run Partition — display the configured number of
cache partitions and the number of partitions currently in use. These may
differ if you have changed the number of partitions since last restart.

e APF Percent —displays the percentage of the pool that can hold unused
buffers brought in by asynchronous prefetch.

A summary line prints the total size of the cache or caches displayed.

Configuring data caches

84

Use an absol ute valueto specify the default data cache and the procedure cache
for Adaptive Server. The first step in planning cache configuration and
implementing caches isto set the max memory configuration parameter. After
you set max memory, determine how much space to allocate for data caches on
your server. The size of adata cacheis limited only by accessto memory on
the system; however, max memory should be larger than total logical memory.
You must specify an absolute value for the size of the default data cache and
all other user-defined caches. For an overview of Adaptive Server memory
usage, see Chapter 3, “Configuring Memory.”

You can configure data caches in two ways.
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e Interactively, using sp_cacheconfig and sp_poolconfig. This method is
dynamic, which means you need not restart Adaptive Server.

e By editing your configuration file. Thismethod is static, which meansyou
must restart Adaptive Server.

See “Configuring data caches using the configuration file” on page 113 for
information about using the configuration file.

Each time you change the data cache or execute either sp_cacheconfig or
sp_poolconfig, Adaptive Server writes the new cache or pool information into
the configuration file and copies the old version of the file to abackup file. A
message giving the backup file name is sent to the error log.

Some of the actions you perform with sp_cacheconfig are dynamic and some
are static.

You can specify both static and dynamic parametersin a single command.
Adaptive Server performs the dynamic changes immediately and writes all
changesto the configuration file (both static and dynamic). Static changestake
effect the next time the server is started.

Table 4-2: Dynamic and static sp_cacheconfig actions

Dynamic sp_cacheconfig actions | Static sp_cacheconfig actions
Adding anew cache Changing the number of cache partitions
Adding memory to an existing cache Reducing acache size

Deleting a cache Changing replacement policy

Changing a cache type

You can reset static parameters by deleting and re-creating the cache:
1 Unbind the cache.

2 Deletethe cache.

3 Re-create the cache using the new configuration.

4

Bind objects to the cache.

Creating a new cache

Usesp_cacheconfig to create anew cache. Seesp_cacheconfig in the Reference
Manual: Procedures.
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sp_cacheconfig

Cache Name
default data cache
pubs_cache

Cache: default data
Config Size:
Config Replacement:
Config Partition:

IO Size Wash Size

Cache: pubs cache,
Config Size: 10.00
Config Replacement:
Config Partition:

IO Size Wash Size
4 Kb 2048 Kb
86

0.00 Mb,

Maximum data cache size is limited only by the amount of memory available
on your system. The amount of Adaptive Server global memory dictates the
memory required to create the new cache. When the cache is created:

It has a default wash size.

The asynchronous prefetch sizeis set to the value of global async prefetch

limit.

e It hasonly the default buffer pool.

Use sp_poolconfig to reset these values.

To create a 10MB cache named pubs_cache:
sp_cacheconfig pubs cache, "10M"

This command makes changes in the system tables and writes the new values
to the configuration file. The cache isimmediately active. Running
sp_cacheconfig now yields:

Status Type Config Value Run Value
Active Default 0.00 Mb 8.00 Mb
Active Mixed 10.00 Mb 10.00 Mb
18.00 Mb
cache, Status: Active, Type: Default
Run Size: 8.00 Mb

strict LRU, Run Replacement: strict LRU

1, Run Partition: 1
Config Size Run Size APF Percent
0.00 Mb 8.00 Mb 10
Status: Active, Type: Mixed
Mb, Run Size: 10.00 Mb
strict LRU, Run Replacement: strict LRU
1, Run Partition: 1

APF Percent

Config Size Run Size

0.00 Mb

10.00 Mb
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The pubs_cache is now active, and al space is assigned to the smallest pool.

Note When you create a new cache, the additional memory you specify is
validated against max memory. If the sum of total logical memory and additional
memory requested is greater than max memory, then Adaptive Server issuesan
error and does not perform the changes.

You can create as many caches as you want without restarting Adaptive Server.

Insufficient space for new cache

If Adaptive Server cannot allocate all the memory requested, it allocatesall the
available memory and issues the following message:

ASE is unable to get all the memory requested (%d). (%d) kilobytes have been
allocated dynamically.

However, this additional memory is not allocated until the next restart of
Adaptive Server.

Adaptive Server may notify you of insufficient space because some memory is
unavailable due to resource constraints. System administrators should make
sure these resource constraints are temporary. If the behavior persists, a
subsequent restart may fail.

For example, if max memory is700MB, pub_cache is100MB, and the server’s
total logical memory is 600MB, and you attempt to add 100MB to pub_cache,
the additional memory fitsinto max memory. However, if the server can
alocate only 90MB, then it dynamically allocates this amount, but the size
field of the cachein the configuration fileis updated to 100MB. On a
subsequent restart, since Adaptive Server obtains memory for all data caches
at one time, the size of pub_cache is 100MB.

Adding memory to an existing named cache
Use sp_cacheconfig to add memory to an existing cache.

The additional memory you allocate is added to the Adaptive Server page size
pool. For example, in aserver with alogical page size of 4K, the smallest size
for apool isa4K buffer pool. If the cache has partitions, additional memory is
divided equally among them.
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If thereisinsufficient memory available, Adaptive Server allocateswhat it can,
then allocates the full amount when you restart the server. See “ Insufficient
space for new cache” on page 87.

For example, to add 2MB to a cache named pub_cache (the current size is
10MB), enter:

sp_cacheconfig pub cache, “12M”
After you add the memory, sp_cacheconfig output is:

sp_cacheconfig pub cache

Cache Name Status Type Config Value Run Value
pub_ cache Active Mixed 12.00 Mb 12.00
Total 12.00 Mb 12.00 Mb
Cache: pub_ cache, Status: Active, Type: Mixed
Config Size: 12.00 Mb, Run Size: 12.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
4 Kb 2456 Kb 0.00 Mb 12.00 Mb 10

The change adds memory to the database page-size buffer pool and
recal culatesthewash size, asrequired. If the absolutevalueisset for wash size,
Adaptive Server does not recalculate it.

Decreasing the size of a cache

When you reduce the size of a cache, you must restart Adaptive Server for the
change to take effect.

Thisisareport on the pubs_log cache:

sp_cacheconfig pubs log

Cache Name Status Type Config Value Run Value

pubs_log Active Log only  7.00 Mb 7.0 Mb
Total 7.00 M6 7.00 Mb

Cache: pubs_log,  Status: Active, Type: Log omly
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Config Size: 7.00 Mb, Run Size: 7.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 920 Kb 0.00 Mb 4.50 Mb 10
4 Kb 512 Kb 2.50 Mb 2.50 Mb 10

The following command reduces the size of the pubs_log cache to 6MB from
acurrent size of 7TMB:

sp_cacheconfig pubs log, "6M"

After arestart of Adaptive Server, sp_cacheconfig shows:

Cache Name Status Type Config Value Run Value
pubs log Active Log Only 6.00 Mb 6.00 Mb
Total 6.00 Mb 6.00 Mb
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 6.00 Mb, Run Size: 6.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 716 Kb 0.00 Mb 3.50 Mb 10
4 Kb 512 Kb 2.50 Mb 2.50 Mb 10

When you reduce the size of adata cache, all the space to be removed must be
available in the default pool (which isthe smallest size available). You may
need to move space to the default pool from other pools before you can reduce
the size of the data cache. In the last example, to reduce the size of the cacheto
3MB, use sp_poolconfig to move some memory into the default pool of 2K
from the 4K pool. The memory is moved to “memory available for named
caches.” See“Changing the size of memory pools’ on page 107.

Deleting a cache
To completely remove a data cache, reset its size to O:

sp_cacheconfig pubs log, "0"
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The cache isimmediately deleted.

Note You cannot drop the default data cache.

If you delete a data cache to which objects are bound, the cacheisleft in
memory and Adaptive Server issues:

Cache cache name not deleted dynamically. Objects are bound to the cache. Use
sp_unbindcache all to unbind all objects bound to the cache.

Theentry corresponding to the cachein the configuration fileisdel eted, aswell
as the entries corresponding to the cache in sysconfigures, and the cache is
deleted the next time Adaptive Server is restarted.

If you re-create the cache and restart Adaptive Server, the bindings are marked
valid again.

Usesp_helpcache toview all itemsbound to the cache. Usesp_unbindcache_all
to unbind objects. See the Reference Manual: Procedures.

Explicitly configuring the default cache

sp_helpcache

You must explicitly configure the size of the default data cache. Use
sp_helpcache to see the amount of memory remaining that can be used for the
cache. For example:

Cache Name Config Size Run Size Overhead
default data cache 50.00 Mb 50.00 Mb 3.65 Mb
pubs_cache 10.00 Mb 10.00 Mb 0.77 Mb
Memory Available For Memory Configured

Named Caches

90

To Named Caches

Entity Name Type Index Name Status

To specify the absolute size of the default data cache, execute sp_cacheconfig
with default data cache and a size value. For example, to set the default data
cache size to 25MB, enter:
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sp_cacheconfig "default data cache", "25M"
When you re-run sp_helpconfig, “Config Value” shows the value.

sp_cacheconfig

Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 50.00 Mb
pubs_cache Active Mixed 10.00 Mb 10.00 Mb
Total 10.00 Mb 60.00 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 50.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 10110 Kb 00.00 Mb 50.00 Mb 10
Cache: pubs cache, Status: Active, Type: Mixed
Config Size: 10.00 Mb, Run Size: 10.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 2048 Kb 0.00 Mb 10.00 Mb 10

Use sp_cacheconfig to change the size of any named cache. Any changes you
make to the size of any data cache do not affect the size of any other cache.
Similarly, onceyou specify the size of the default data cache, the configuration
of other user-defined caches does not alter the size of the default data cache.

Note If you configure the default data cache and then reduce max memory to a
level that setsthetotal logical memory value higher than the max memory value,

Adaptive Server does not start. Edit your configuration fileto increase the size
of other cachesand increase the val ues of configuration parametersthat require
memory to create an environment in which total logical memory is higher than

max memory. See Chapter 3, “Configuring Memory.”
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Explicitly configure the default data cache and all user-defined cacheswith an
absolute value. In addition, many configuration parameters use memory. To
maximize performance and avoid errors, set the value of max memory toalevel
high enough to accommodate all caches and all configuration parameters that
use memory.

Adaptive Server issues awarning message if you set max memory to avalue
less than total logical memory.

Changing the cache type

Cache Name
pubs_ log
92

To reserve acache for use by only the transaction log, change the cache’s type
to “logonly.” The change is dynamic.

This example creates the cache pubs_log with the type “logonly:”

sp_cacheconfig pubs log, "7M", "logonly"
This shows the initial state of the cache:

Status Type Config Value Run Value
Pend/Act Log Only 7.00 Mb 0.00 Mb
Total 7.00 Mb 0.00 Mb

You can change the type of an existing “mixed” cache, aslong as no non-log
objects are bound to it:

sp_cacheconfig pubtune cache, logonly

In high-transaction environments, Adaptive Server usualy performsbest if the
default valueistwicethe server’slogical page size (for aserver with 2K logical
pagesize, itis4K, for aserver with 4K logical pagesize, itis8K, and so on)..
For larger page sizes (4, 8, and 16K) use sp_sysmon to find the optimum
configuration for your site. See“ Matching log |/O sizefor log caches” on page
97.
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Configuring cache replacement policy

If acacheis dedicated to atable or an index, and has little or no buffer
replacement when the system reaches a stable state, you can set the relaxed
LRU (least recently used) replacement policy. This policy may improve
performancefor cacheswherethereislittle or no buffer replacement occurring,
and for most |og caches. See Chapter 5, “Memory Use and Performance” in the
Performance and Tuning Series: Basics.

To set relaxed replacement policy, use:
sp_cacheconfig pubs log, relaxed

The default valueis “strict.” The cache replacement policy and the
asynchronous prefetch percentage are optional, but, if specified, they must
have correct parameters or “DEFAULT".

Note Setting the cache replacement policy is static, requiring a restart of
Adaptive Server to take effect.

You can create a cache and specify its cache type and the replacement policy
in one command. These examples create two caches, pubs_log and
pubs_cache:

sp_cacheconfig pubs log, "3M", logonly, relaxed
sp_cacheconfig pubs cache, "10M", mixed, strict
Here are the results:

sp_cacheconfig

Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 42.29 Mb
pubs_cache Active Mixed 10.00 Mb 10.00 Mb
pubs log Active Log Only 7.00 Mb 7.00 Mb
Total 42.00 Mb 59.29 Mb

Cache: default data cache, Status: Active, Type: Default

Config Size: 25.00 Mb, Run Size: 42.29 Mb

Config Replacement: strict LRU, Run Replacement: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
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2 Kb 8662 Kb 0.00 Mb 42.29 Mb 10

Cache: pubs cache, Status: Active, Type: Mixed
Config Size: 10.00 Mb, Run Size: 10.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1

IO Size Wash Size Config Size Run Size APF Percent

Cache: pubs log, Status: Active, Type: Log Only
Config Size: 7.00 Mb, Run Size: 7.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1

IO Size Wash Size Config Size Run Size APF Percent

2 Kb 1432 Kb 0.00 Mb 7.00 Mb 10

Dividing a data cache into memory pools
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After you create a data cache, you can divide it into memory pools, each with
adifferent 1/0O size. In any cache, you can have only one pool of each I/O size.
Thetotal size of the poolsin any cache cannot be greater than the size of the
cache. The minimum size of amemory pool isthe size of the server’slogical
page. Memory pools larger than this must be a power of two and can be a
maximum size of one extent.

When Adaptive Server performs large |/Os, multiple pages ar simultaneously
read into the cache. These pages are aways treated as a unit; they age in the
cache and are written to disk as a unit.

By default, when you create a named data cache, al of its space is assigned to
the default memory pool. Creating additional pools reassigns some of that
space to other pools, reducing the size of the default memory pool. For
example, if you create a data cache with 50MB of space, al the spaceis
assigned to the 2K pool. If you configure a4K pool with 30MB of spaceinthis
cache, the 2K pooal is reduced to 20MB.

After you create the pools, you can move space between them. For example, in
acache with a20MB 2K pool and a30MB 4K pool, you can configure a 16K
pool, taking 10MB of space from the 4K pool.
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The commands that move space between pools within a cache do not require
you to restart Adaptive Server, so you can reconfigure pools to meet changing
application loads with little impact on server activity.

In addition to creating poolsin the caches you configure, you can add memory
pooals for I/0Os up to 16K to the default data cache.

The syntax for configuring memory poolsis:

sp_poolconfig cache name, "memsize[P|K|M|G]",
"config poolK" [, "affected poolK"]

The config_pool isset to the size specified in the command. The spaceis moved
into or out of a second pool, the affected_pool. If you do not specify an
affected_pool, the space istaken from or alocated to the 2K pool (the smallest
size available). The minimum size for apool is512K.

This example createsa 7MB pool of 16K pagesin the pubs_cache data cache:
sp_poolconfig pubs cache, "7M", "16K"

To see the current configuration, run sp_cacheconfig, giving only the cache
name;

sp_cacheconfig pubs cache

Cache Name Status Type Config Value Run Value
pubs_cache Active Mixed 10.00 Mb 10.00 Mb
Total 10.00 Mb 10.00 Mb
Cache: pubs cache, Status: Active, Type: Mixed
Config Size: 10.00 Mb, Run Size: 10.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 2048 Kb 0.00 Mb 3.00 Mb 10
16 Kb 1424 Kb 7.00 Mb 7.00 Mb 10

You can also create memory poolsin the default data cache.
For example, start with this cache configuration:

Cache Name Status Type Config Value Run Value

default data cache Active Default 25.00 Mb 42.29 Mb
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Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 42.29 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1

IO Size Wash Size Config Size Run Size APF Percent

2 Kb 8662 Kb 0.00 Mb 42.29 Mb 10
If you then create a 16K pool in the default data cache that is 8MB:
sp_poolconfig "default data cache", "8M", "16K"

Thisisthe resulting configuration, which has the “Run Size” of the 2K pool:

Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 42.29 Mb
Total 25.00 Mb 42.29 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 42.29 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 8662 Kb 0.00 Mb 34.29 Mb 10
16 Kb 1632 Kb 8.00 Mb 8.00 Mb 10

You need not configure the size of the 2K memory pool in caches that you
create. Its Run Size represents all memory that is not explicitly configured to
other poolsin the cache.
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Matching log I/O size for log caches

If you create a cachefor the transaction | og of adatabase, configure most of the
space in that cache to match the log /O size. The default value istwice the
server’'slogical page size (for aserver with 2K logical page size, itis4K, fora
server with 4K logical pagesize, itis8K, and so on). Adaptive Server uses 2K
I/Ofor thelogif a4K pool isnot available. Use sp_logiosize to change thelog
1/0 size. Thelog 1/0 size of each database is reported in the error log when
Adaptive Server starts, or you can issue sp_logiosize with no parametersto
check the size of a database.

This example creates a4K pool in the pubs_log cache:
sp_poolconfig pubs log, "3M", "4K"

You can also create a 4K memory pool in the default data cache for use by
transaction logs of any databases that are not bound to another cache:

sp_poolconfig "default data cache", "2.5M", "4K"

See“Choosing thel/O sizefor thetransaction log” in Chapter 5, “Memory Use
and Performance” in the Performance and Tuning Series. Basics.

Binding objects to caches

sp_bhindcache assigns a database, table, index, text object, or image object to a
cache. Before you can bind an entity to a cache:

¢ The named cache must exist, and its status must be “ Active.”
e The database or database object must exist.

« Tobind tables, indexes, or objects, you must be using the database where
they are stored.

* To bind system tables, including the transaction log table syslogs, the
database must be in single-user mode.

e To bind adatabase, you must be using the master database.

« Tobind adatabase, user table, index, text object, or image object to a
cache, the type of cache must be “Mixed.” Only the syslogs table can be
bound to a cache of “Log Only” type.

e You must own the object or be the database owner or the system
administrator.
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Binding objects to caches is dynamic, you need not restart the server.
The syntax for binding objectsto cachesis:

sp_bindcache cache name, dbname [, [owner.]tablename
[, indexname | "text only" ] ]

This example binds the titles table to the pubs_cache:
sp_bindcache pubs cache, pubs2, titles

To bind an index on titles, add the index name as the third parameter:
sp_bindcache pubs cache, pubs2, titles, titleind

The owner nameisnot needed in the examples above because the objectsinthe
pubs2 database are owned by “dbo.” To specify atable owned by any other
user, add the owner name. You must enclose the entire parameter in quotation
marks, since the period is a special character:

sp_bindcache pubs cache, pubs2, "fred.sales east"
This example binds the transaction log, syslogs, to the pubs_log cache:
sp_bindcache pubs log, pubs2, syslogs

The database must be in single-user mode before you can bind any system
tables, including the transaction log, syslogs, to acache. Use sp_dboption from
master, and ause database command, and run checkpoint:

sp_dboption pubs2, single, true

text and image columnsfor atable are stored in a separate data structure in the
database. To bind this object to a cache, add the “text-only” parameter:

sp_bindcache pubs cache, pubs2, au pix, "text only"
This example, executed from master, binds the tempdb database to a cache:
sp_bindcache tempdb cache, tempdb

You can rebind objects without dropping existing bindings.

Cache binding restrictions
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You cannot bind or unbind a database object when:
» Dirty reads are active on the object.

e A cursor is open on the object
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In addition, Adaptive Server must lock the object while the binding or
unbinding takes place, so the procedure may have a slow response time,
because it waits for locks to be released. See “L ocking to perform bindings’
on page 112.

Getting information about cache bindings

sp_helpcache provides information about a cache and the entities bound to it
when you provide the cache name:

sp_helpcache pubs cache

Cache Name Config Size Run Size Overhead

pubs_ cache 10.00 Mb 10.00 Mb 0.77 Mb

—————————————————— Cache Binding Information: ------------------

Cache Name Entity Name Type Index Name Status
pubs cache pubs2.dbo.titles index titleind v
pubs cache pubs2.dbo.au pix index tau pix v
pubs_ cache pubs2.dbo.titles table v
pubs_ cache pubs2.fred.sales east table i\

If you use sp_helpcache without a cache name, it prints information about all
the configured caches on Adaptive Server and all the objects that are bound to
them.

sp_helpcache performs string matching on the cache name, using
%cachename%. For example, “pubs’ matches both “pubs_cache” and
“pubs_log”.

The Status column reports whether a cache binding isvalid (“V”) or invalid
(“I"). If adatabase or object is bound to a cache, and the cache is del eted,
binding information is retained in the system tables, but the cache binding is
marked asinvalid. All objectswith invalid bindings use the default data cache.
If you subsequently create another cache with the same name, the binding
becomes valid when the cache is activated. The status of all user-defined
caches must be “mixed cache” or “log only”.
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Checking cache overhead

sp_helpcache can report the amount of overhead required to manage a named
data cache of a given size. When you create a named data cache, all the space
you request with sp_cacheconfig is made available for cache space. The
memory needed for cache management istaken from the global memory block
pool.

Note The cache overhead accounting for Adaptive Server versions 12.5.1 and
later is more explicit than in earlier versions. The amount of overhead isthe
same, but instead of being part of the server overhead, itisnow considered, and
reported, as part of the cache overhead.

To see the overhead required for a cache, include the proposed size. Use P for
pages, K for kilobytes, M for megabytes, or G for gigabytes. This example
checks the overhead for 20,000 pages:

sp_helpcache "20000P"

2.96Mb of overhead memory will be needed to manage a
cache of size 20000P

Configuring user caches does not waste cache space. Approximately 5 percent
of memory isrequired for the structures that store and track pagesin memory,
whether you use a single large data cache or several smaller caches.

How overhead affects total cache space
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The examplein “Information on data caches’ on page 82 shows adefault data
cache with 59.44 MB of available cache space before any user-defined caches
are created. The server usesa 2K logical page. When the 10MB pubs_cache is
created, the results of sp_cacheconfig show atotal cache size of 59.44 MB.

Configuring a data cache can appear to increase or decrease the total available
cache. Thisis due to the amount of overhead required to manage a cache of a
particular size; the overhead is not included in the values displayed by
sp_cacheconfig.

Using sp_helpcache to check the overhead of the original 59.44MB default
cache and the new 10MB cache shows that the change in space is dueto
changes in the size of overhead. The following example shows the overhead
for the default data cache before any changes were made:

sp_helpcache "59.44M"
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4.10Mb of overhead memory will be needed to manage a
cache of size 59.44M

This example shows the overhead for pubs_cache:
sp_helpcache "10M"

0.73Mb of overhead memory will be needed to manage a
cache of size 10M

This example shows the overhead for a cache size of 49.44MB:

sp_helpcache "49.44M"
3.46Mb of overhead memory will be needed to manage a
cache of size 49.44M

4.19MB (whichisequal to .73MB + 3.46MB) isthe required overhead size for
maintaining two caches of size 10MB and 49.44MB, and is dlightly more than
the 4.10MB overhead than is necessary to maintain one cache of 59.44MB.

Cache sizes are rounded to two places when printed by sp_cacheconfig, and
overhead is rounded to two places by sp_helpcache, so the output includes a
small rounding discrepancy.

Dropping cache bindings
To drop cache bindings, use:
e sp_unbindcache to unbind asingle entity from a cache.
e sp_unbindcache_all to unbind all objects bound to a cache.
The syntax for sp_unbindcache is:

sp_unbindcache dbname [, [owner.]tablename
[, indexname | "text only"] ]

This example unbinds the titleidind index on the titles table in the pubs2
database:

sp_unbindcache pubs2, titles, titleidind

To unbind all the objects bound to acache, use sp_unbindcache_all, giving the
cache's name:
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sp_unbindcache all pubs cache

Note You cannot use sp_unbindcache_all if more than eight database objects
in eight databases are bound to the cache. You must use sp_unbindcache on
individual databases or objects to reduce the number of databases involved to
eight or less.

When you drop acache binding for an object, all the pages currently in memory
are cleared from the cache.

Changing the wash area for a memory pool

102

When Adaptive Server must read a buffer into cache, it placesthe buffer either:

» AttheLRU (least recently used) end of each memory pool, in acachewith
strict LRU policy, or,

» At thevictim pointer, in a cache with relaxed LRU policy. If the recently
used bit of buffer at the victim marker is set, the victim pointer is moved
to the next buffer in the pool.

A portion of each pool isconfigured asthe wash area. After dirty pages (pages
that have been changed in cache) passthewash marker and enter the wash area,
Adaptive Server starts an asynchronous I/O on the page. When the write
completes, the page is marked clean and remains available in the cache.

The space in the wash area must be large enough so that the 1/0 on the buffer
can complete before the page needs to be replaced. Figure 4-2 illustrates how
the wash area of a buffer pool works with a strict and relaxed LRU cache.

Adaptive Server Enterprise



CHAPTER 4 Configuring Data Caches

Figure 4-2: Wash area of a buffer pool
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By default, the size of the wash areafor amemory pool is configured as
follows:

« |If the pool sizeislessthan 300MB, the default wash sizeis 20 percent of
the buffersin the pool.

« If thepool sizeis greater than 300MB, the default wash sizeis 20 percent
of the number of buffersin 300MB.

The minimum wash size is 10 buffers. The maximum size of the wash areais
80 percent of the pool size. You must specify the pool size and wash size for
al poolslarger than 2KB

A buffer isablock of pagesthat matches the I/O size for the pool. Each buffer
istreated asa unit: all pagesin the buffer are read into cache, written to disk,
and aged in the cache as a unit. For the size of the block, multiply the number
of buffers by the pool size—for a 2KB pool, 256 buffers equals 512K B; for a
16K B pool, 256 buffers equals 4096K B.
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For example, if you configure a 16K pool with IMB of space, the pool has 64
buffers; 20 percent of 64 is12.8. Thisisrounded down to 12 buffers, or 192K,
isthe size of the block that is allocated to the wash area.

When the wash area is too small
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MRU

If the wash areaistoo small for the usage in abuffer pool, operationsthat need
a clean buffer may have to wait for 1/0 to complete on the dirty buffer at the
LRU end of the pool or at the victim marker. Thisiscalled adirty buffer grab,
and it can seriously impact performance. Figure 4-3 shows a dirty buffer grab
on a strict replacement policy cache.

Figure 4-3: Small wash area results in a dirty buffer grab

wash
marker LRU

Dirty page must be | wash area |
written before process
gets clean page

Usesp_sysmon to determinewhether dirty buffer grabs aretaking placein your
memory pools. Run sp_sysmon while the cacheis experiencing aheavy period
of 1/0O and heavy update activity, sinceit isthe combination of many dirty

pages and high cache replacement rates that usually causes dirty buffer grabs.

If the “Buffers Grabbed Dirty” output in the cache summary section shows a
nonzero valuein the“Count” column, check the “ Grabbed Dirty” row for each
pool to determine where the problem lies. Increase the size of the wash areafor
the affected pool. This example sets the wash area of the 8K memory pool to
720K:

sp _poolconfig pubs cache, "8K", "wash=720K"

If the pool isvery small, you may also want to increase its size, especially if
sp_sysmon output shows that the pool is experiencing high turnover rates.
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See the Performance and Tuning Series: Monitoring Adaptive Server with
Sp_sysmon.

When the wash area is too large

If the wash areain a pool istoo large, the buffers move too quickly past the
wash marker in cache, and an asynchronous write is started on any dirty
buffers, as shown in Figure 4-4. The buffer is marked clean and remainsin the
wash area of the MRU/LRU chain until it reaches the LRU. If another query
changes a page in the buffer, Adaptive Server must perform additional 1/0 to
write the buffer to disk again.

If sp_sysmon output shows a high percentage of buffers “Found in Wash” for
a strict replacement policy cache, and there are no problems with dirty buffer
grabs, try reducing the size of the wash area. See the Performance and Tuning
Series: Monitoring Adaptive Server with sp_sysmon.

Figure 4-4: Effects of making the wash area too large
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Setting the housekeeper to avoid washes for cache

You can usethe HK ignore cache option of the cache status parameter to specify
that you do not want the housekeeper to perform awash on a particular cache.
Specifying cachesto not include in the wash lets you avoid contention between
the housekeeper and cache manager spinlock. Manually set HK ignore cache in
the configuration file under each cache's heading; you cannot use
sp_cacheconfig to set HK ignore cache.

This example from the configuration file shows the settings for the named
cache newcache:

Named Cache:newcache
cache size = 5M
cache status = mixed cache
cache status = HK ignore cache
cache replacement policy = DEFAULT
local cache partition number = DEFAULT

You must set HK ignore cache along with either of default data cache, mixed
cache, or log parameters. You cannot set the parameter cache status to only HK
ignore cache.

Changing the asynchronous prefetch limit for a pool

The asynchronous prefetch limit specifies the percentage of the pool that can
be used to hold pages that have been brought into the cache by asynchronous
prefetch, but have not yet been used by any queries. Use the global async
prefetch limit parameter to set the default value for the server. Pool limits, which
are set with sp_poolconfig, override the default limit for a single pool.

This command sets the percentage for the 2K pool in the pubs_cache to 20:
sp_poolconfig pubs cache, "2K", "local async prefetch limit=20"

Changes to the prefetch limit for a pool take effect immediately and do not
require arestart of Adaptive Server. See Chapter 6, “Tuning Asynchronous
Prefetch,” in Performance and Tuning Series: Basics.
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Changing the size of memory pools

Use sp_poolconfig to change the size of a memory pool, to specify the cache,
the new size for the pool, the 1/0 size of the pool you want to change, and the
1/0 size of the pool from which the buffers should be taken. If you do not
specify the final parameter, all the space is taken from or assigned to the pool.

Moving space from the memory pool

Use sp_cacheconfig to chech the current configuration of the pubs_log cache
(this output is based on the examplesin the previous sections):

sp_cacheconfig pubs log

Cache Name Status Type Config Value Run Value
pubs log Active Log Only 6.00 Mb 6.00 Mb
Total 6.00 Mb 6.00 Mb
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 6.00 Mb, Run Size: 6.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 716 Kb 0.00 Mb 3.50 Mb 10
4 Kb 512 Kb 2.50 Mb 2.50 Mb 10

To increase the size of the 4K pool to 5MB, moving the required space from
the 2K pooal, enter:

sp_poolconfig pubs log, "5M", "4K"

sp_cacheconfig pubs log

Cache Name Status Type Config Value Run Value
pubs log Active Log Only 6.00 Mb 6.00 Mb
Total 6.00 Mb 6.00 Mb
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 6.00 Mb, Run Size: 6.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1

System Administration Guide: Volume 2 107



Changing the size of memory pools

IO Size Wash Size Config Size Run Size APF Percent
2 Kb 716 Kb 0.00 Mb 1.00 Mb 10
4 Kb 1024 Kb 5.00 Mb 5.00 Mb 10

Moving space from other memory pools

Totransfer space from another pool specify the cache name, a“to” 1/0 size, and
a“from” 1/O size. This output shows the current configuration of the default

data cache:
Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 29.28 Mb
Total 25.00 Mb 29.28 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 0.00 Mb 18.78 Mb 10
4 Kb 512 Kb 2.50 Mb 2.50 Mb 10
16 Kb 1632 Kb 8.00 Mb 8.00 Mb 10

To increase the size of the 4K pool from 2.5MB to 4M B, taking the space from
the 16K pool:

sp_poolconfig "default data cache","4M", "4K", "16K"
Thisresultsin:

Cache Name Status Type Config Value Run Value

default data cache Active Default 25.00 Mb 29.28 Mb

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
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Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 0.00 Mb 18.78 Mb 10
4 Kb 512 Kb 4.00 Mb 4.00 Mb 10
16 Kb 1632 Kb 6.50 Mb 6.50 Mb 10

When you move buffers between poolsin a cache, Adaptive Server. It cannot
move buffersthat are in use or buffersthat contain changes that have not been
written to disk.

When Adaptive Server cannot move as many buffersasyou request, it displays
an informational message, giving the requested size and the resulting size of
the memory pool.

Adding cache partitions

On multiengine servers, more than one task can attempt to access the cache at
the same time. By default, each cache has a single spinlock, so that only one
task can change or access the cache at atime. If cache spinlock contention is
more than 10 percent, increasing the number of cache partitions for a cache
may reduce spinlock contention, which improves performance.

To configure the number of cache partitions for:

* All data caches, use the global cache partition number configuration
parameter

¢ Anindividua cache, use sp_cacheconfig

The number of partitionsin a cache is always a power of 2 between 1 and 64.
No pool in any cache partition can be smaller than 512K. In most cases, since
caches can be sized to meet requirements for storing individual objects, you
should use the local setting for the particular cache where spinlock contention
isanissue.

See “Reducing spinlock contention with cache partitions’ in Chapter 5,
“Memory Use and Performance” in the Performance and Tuning Series:
Basics.
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Setting the number of cache partitions

Usesp_configure to set the number of cachepartitionsfor all cachesonaserver.
For example, to set the number of cache partitionsto 2, enter:

sp_configure "global cache partition number",2

You must restart the server for the change to take effect.

Setting the number of local cache partitions

Use sp_cacheconfig or the configuration file to set the number of local cache
partitions. Thiscommand setsthe number of cache partitionsin the default data
cacheto 4

sp_cacheconfig "default data cache", "cache partition=4"

You must restart the server for the change to take effect.

Precedence

Thelocal cache partition setting alwaystakes precedence over the global cache
partition value.

These exampl es set the server-wide partition number to 4, and the number of
partitions for pubs_cache to 2;

sp_configure "global cache partition number", 4
sp_cacheconfig "pubs cache", "cache partition=2"

Thelocal cache partition number takes precedence over the global cache
partition number, so pubs_cache uses 2 partitions. All other configured caches
have 4 partitions.

To remove the local setting for pubs_cache, and use the global value instead:
sp_cacheconfig "pubs cache", "cache partition=default"
To reset the global cache partition number to the default, use:

sp_configure "global cache partition number", 0, "default"
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Dropping a memory pool

To completely remove apool, set itssizeto 0. This example removes the 16K
pool and places al space in the default pool:

sp_poolconfig "default data cache", "0", "16K"
Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 29.28 Mb
Total 25.00 Mb 29.28 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 6.50 Mb 25.28 Mb 10
4 Kb 512 Kb 4.00 Mb 4.00 Mb 10

If you do not specify the affected pool size (16K in the example above), al the
spaceis placed in the default pool. You cannot del ete the default pool in any
cache.

When pools cannot be dropped due to page use

If the pool you are trying to delete contains pages that are in use, or pages that
have dirty reads, but are not written to disk, Adaptive Server moves as many
pages as possible to the specified pool and prints an informational message
telling you the size of the remaining pool. If the pool size is smaller than the
minimum allowable pool size, you also receive a warning message saying the
pool has been marked unavailable. If you run sp_cacheconfig after receiving
one of these warnings, the pool detail section for these pools contains an extra
Status column, that displays either “ Unavailable/too small” or
“Unavailable/deleted” in the Status column for the affected pool.

You can reissue the system procedure at alater time to complete removing the
pool. Pools with “Unavailable/too small” or “Unavailable/deleted” are also
removed when you restart Adaptive Server.
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Cache binding effects on memory and query plans

Binding and unbinding objects may have animpact on performance. When you
bind or unbind atable or an index:

»  The object’s pages are flushed from the cache.
*  The object must be locked to perform the binding.

» All query plansfor procedures and triggers must be recompiled.

Flushing pages from cache

When you bind an object or database to a cache, the object’s pages that are
already in memory areremoved from the source cache. The next timethe pages
are needed by a query, they are read into the new cache. Similarly, when you
unbind objects, the pagesin cache are removed from the user-configured cache
and read into the default cache the next time they are needed by a query.

Locking to perform bindings

To bind or unbind user tables, indexes, or text or image objects, the cache
binding commands must have an exclusive table lock on the object. If auser
holds locks on atable, and you issue sp_bindcache, sp_unbindcache, or
sp_unbindcache_all on the object, the system procedure slegps until it can
acquire the locks it needs.

For databases, system tables, and indexes on system tables, the database must
bein single-user mode, so there cannot be another user who holdsalock onthe
object.

Cache binding effects on stored procedures and triggers

Cache bindings and |/O sizes are part of the query plan for stored procedures
and triggers. When you change the cache binding for an object, all the stored
procedures that reference the object are recompiled the next time they are
executed. When you change the cache binding for a database, all stored
procedures that reference any objects in the database that are not explicitly
bound to a cache are recompiled the next time they are run.
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Configuring data caches using the configuration file

You can add or drop named data caches and reconfigure existing caches and
their memory pools by editing the configuration file that isused when you start
Adaptive Server.

Note You cannot reconfigure caches and pools on a server whileit isrunning.
Any attempt to read a configuration file that contains cache and pool
configurations different from those already configured on the server causesthe
read to fail.

Cache and pool entries in the configuration file

Each configured data cache on the server has this block of information in the
configuration file:

[Named Cache:cache name]
cache size = {size | DEFAULT}
cache status = {mixed cache | log only | default data cache}
cache replacement policy = {DEFAULT |
relaxed LRU replacement| strict LRU replacement }

Size units can be specified with:

e P —pages (Adaptive Server pages)

e K —kilobytes (default)

e M —megabytes

 G-gigabytes

This example shows the configuration file entry for the default data cache:

[Named Cache:default data cache]
cache size = DEFAULT
cache status = default data cache
cache replacement policy = strict LRU replacement

The default data cache entry is the only cache entry that is required for
Adaptive Server to start. It must include the cache size and cache status, and
the status must be “default data cache.”

If the cache has pools configured, the pool, the block in the preceding example
is followed by ablock of information for each pool:

System Administration Guide: Volume 2 113



Configuring data caches using the configuration file

[16K I/0 Buffer Pool]
pool size = size
wash size = size
local async prefetch limit = DEFAULT

Note Insome cases, thereisno configuration file entry for the pool in acache.
If you change the asynchronous prefetch percentage with sp_poolconfig, the
change is written only to system tables, and not to the configuration file.

This example shows output from sp_cacheconfig, followed by the
configuration file entries that match this cache and pool configuration:

Cache Name Status Type Config Value Run Value
default data cache Active Default 29.28 Mb 25.00 Mb
pubs cache Active Mixed 20.00 Mb 20.00 Mb
pubs log Active Log Only 6.00 Mb 6.00 Mb
tempdb cache Active Mixed 4.00 Mb 4.00 Mb
Total 59.28 Mb 55.00 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 29.28 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 6.50 Mb 25.28 Mb 10
4 Kb 512 Kb 4.00 Mb 4.00 Mb 10
Cache: pubs_cache, Status: Active, Type: Mixed
Config Size: 20.00 Mb, Run Size: 20.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 2662 Kb 0.00 Mb 13.00 Mb 10
16 Kb 1424 Kb 7.00 Mb 7.00 Mb 10
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 6.00 Mb, Run Size: 6.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
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IO Size Wash Size Config Size Run Size APF Percent
2 Kb 716 Kb 0.00 Mb 1.00 Mb 10
4 Kb 1024 Kb 5.00 Mb 5.00 Mb 10
Cache: tempdb cache, Status: Active, Type: Mixed
Config Size: 4.00 Mb, Run Size: 4.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 818 Kb 0.00 Mb 4.00 Mb 10

Thisis the matching configuration file information:

[Named Cache:default data cache]
cache size = 29.28M
cache status = default data cache
cache replacement policy = DEFAULT
local cache partition number = DEFAULT

[2K I/0 Buffer Pool]
pool size = 6656.0000k
wash size = 3844 K
local async prefetch limit = DEFAULT

[4K I/O0 Buffer Pool]
pool size = 4.0000M
wash size = DEFAULT
local async prefetch limit = DEFAULT

[Named Cache:pubs cache]

cache size = 20M

cache status = mixed cache

cache replacement policy = strict LRU
replacement

local cache partition number = DEFAULT

[16K I/0 Buffer Pool]
pool size = 7.0000M
wash size = DEFAULT
local async prefetch limit = DEFAULT

[Named Cache:pubs log]
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cache size = 6M

cache status = log only

cache replacement policy = relaxed LRU
replacement

local cache partition number = DEFAULT

[4K I/0 Buffer Pool]
pool size = 5.0000M
wash size = DEFAULT
local async prefetch limit = DEFAULT

[Named Cache:tempdb cache]
cache size = 4M
cache status = mixed cache
cache replacement policy = DEFAULT
local cache partition number = DEFAULT

See Chapter 5, “ Setting Configuration Parameters,” in the System
Administration Guide: Volume 1.

Warning! Check the max memory configuration parameter and allow enough
memory for other Adaptive Server needs. If you assign too much memory to
data cachesin your configuration file, Adaptive Server does not start. If this
occurs, edit the configuration file to reduce the amount of space in the data
caches, or increase the max memory allocated to Adaptive Server. see Chapter
5, “ Setting Configuration Parameters,” in the System Administration Guide,
Volume 1.

Cache configuration guidelines
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When configuring user-definable caches, follow these general guidelines:

e Make surethat your default data cacheis large enough for all cache
activity on unbound tables and indexes. All objects that are not explicitly
bound to a cache use the default cache. Thisincludes any unbound system
tables in the user databases, the system tables in master, and any other
objects that are not explicitly bound to a cache.

»  During recovery, only the default cache is active. All transactions that
must berolled back or rolled forward must read data pagesinto the default
datacache. If the default data cacheistoo small, it can slow recovery time.
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Configuration file errors

Do not “starve” the 2K pooal in any cache. For many types of data access,
thereis no need for large 1/0. For example, a simple query that uses an
index to return asingle row to the user might use only 4 or 5 2K 1/Os, and
gain nothing from 16K 1/0O.

Certain dbcc commands and drop table can perform only 2K 1/0. dbcc
checktable can perform large 1/O, and dbcc checkdb performslarge 1/0 on
tables and 2K 1/O on indexes.

For caches used by transaction logs, configurean 1/0 pool that matchesthe
default log I/0 size. Thissize is set for adatabase using sp_logiosize. The
default value is 4K.

Trying to manage every index and object and its caching can waste cache
space. If you have created caches or pools that are not optimally used by

the tables or indexes bound to them, they are wasting space and creating

additional /O in other caches.

If tempdb isused heavily by your applications, bind it to its own cache.
You can bind only the entire tempdb database—you cannot bind individual
objects from tempdb.

For caches with high update and replacement rates, be sure that your wash
sizeislarge enough.

On multi-CPU systems, spread your busiest tablesand their indexes across
multiple caches to avoid spinlock contention.

Consider reconfiguring caches or the memory pools within caches to
match changing workloads. Reconfiguring caches requires arestart of the
server, but memory pool reconfiguration does not.

For example, if your system performs mostly OLTP (online transaction
processing) during most of the month, and has heavy DSS
(decision-support system) activity for afew days, consider moving space
from the 2K pool to the 16K pool for the high DSS activity and resizing
the pools for OLTP when the DSS workload ends.

If you edit your configuration file manually, check the cache, pool, and wash
sizes carefully. The total size of all of the caches cannot be greater than the
amount of max memory, minus other Adaptive Server memory needs.
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In most cases, problemswith missing entriesarereported as* unknown format”
errors on linesimmediately following the entry where the size, status, or other
information has been omitted. Other errors provide the name of the cachein
which the error occurred and the type of error. For example, you see this error
if the wash size for apool is specified incorrectly:

The wash size for the 4k buffer pool in cache pubs cache
has been incorrectly configured. It must be a minimum
of 10 buffers and a maximum of 80 percent of the number
of buffers in the pool.
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Servers

Adaptive Server uses the Sybase Virtual Server Architecture™, which

enablesit to take advantage of the parallel processing feature of

symmetric multiprocessing (SMP) systems. You can run Adaptive Server
asasingle process, as a single, multithreaded process, or as multiple,
cooperating processes, depending on the number of CPUs available and
the demands placed on the server machine. This chapter describes:

e Thetarget machine architecture for the SMP Adaptive Server
e Adaptive Server architecture for SMP environments

e Adaptive Server task management in the SMP environment

e Managing multiple engines

For information on application design for SMP systems, see Chapter 3,
“Using Engines and CPUS’ in the Performance and Tuning Series:

Basics.
Topic Page
Adaptive Server kernels 119
Target architecture 120
Kernel modes 124
Tasks 126
Configuring an SMP environment 127

Adaptive Server kernels

Adaptive Server version 15.7 and later includes two kernels: a threaded
kernel and aprocess kernel. The kernel for which you configure Adaptive

Server determines the mode in which Adaptive Server runs:
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e Threaded mode — Adaptive Server runs as a single multithreaded
operating system process, and processes SQL queries with engines
running on threads in thread pools. Threaded mode utilizes threads
without engines to manage I/0O. Administrators can configure
additional thread pools to manage workload.

*  Process mode — Adaptive Server runs as multiple operating system
processesthat cooperateto work asasingle server. Process mode uses
enginesto manage 1/0, and administrators configure engine groupsto
manage workload.

Note Process mode is not available on Windows.

For many workloads, threaded mode uses significantly less CPU than
process mode, delivering the same—or better—performance. Threaded
mode does not require as much task-to-engine affinity, thereby delivering
more consistent performance in amix of 1/0- and CPU-intensive
workloads.

The threaded kernel allows Adaptive Server to take advantage of parallel
hardware and support systems that have more processors, processor cores,
and hardware threads than earlier-version kernels.

Although version 15.7 changesthe kernel, the query processor remainsthe
same. To run in threaded kernel mode, you need not change most scripts
written for earlier versions of Adaptive Server, although few commands
and stored procedures have changed. Applications are completely
compatible with threaded mode.

Target architecture

120

The SMP product is intended for machines with the following features:
» A symmetric multiprocessing operating system

»  Shared memory over acommon bus

»  1-1024 processors, cores, or hardware threads

*  No master processor

*  Very high throughput
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Adaptive Server consists of one or more cooperating processes that are
scheduled onto physical CPUs by the operating system.

Adaptive Server uses multiple cooperative processes to leverage parallel
hardware when running in process mode, and uses multiple threads from
the same process when running in threaded mode. Each processin the
process-mode kernel is an Adaptive Server engine. The threaded-mode
kernel uses somethreads as engines, and has additional nonengine threads.

Process mode uses multithreaded processes. However, because Adaptive
Server performs most of its work in the main thread of each process,
consider these processes to be single-threaded when researching and
tuning CPU resources.

Adaptive Server uses engines as processors to execute SQL queries. In
process mode, the engine isthe main thread for each process. |n threaded
mode, the engines are threads from one or more engine thread pools.
Multiple engines use shared memory to communicate. Process and
threaded mode both use shared memory, including single engine or
uniprocessor environments.

The operating system schedul es Adaptive Server threads onto CPU
resources. Adaptive Server does not distinguish between physical
processors, cores, or subcore threads.

When configured for kernel mode, Adaptive Server executes the engines
within the thread of the single operating system process. Adaptive Server
acquires threads used to support engines from engine thread pools.

Adaptive Server includes other nonengine threads that are used for
particular tasks, but are not considered to be engines.
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Figure 5-1: Threaded-mode architecture
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Figure 5-2: Process-mode architecture
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The operating system schedul es Adaptive Server threads (engine and non-
engine) onto physical CPU resources, which can be processors, cores, or
subcore threads. The operating system—not Adaptive Server—assigns
threads to CPU resources: Adaptive Server performance depends on
receiving CPU time from the operating system.

Adaptive Server engines perform all database functions, including updates
and logging. Adaptive Server—not the operating system—dynamically
schedules client tasks to available engines. Tasks are execution
environments within Adaptive Server.
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“ Affinity” isaprocessin which certain Adaptive Server tasksrun only on
a certain engine (task affinity), certain engines handle network /O for a
certain task (network 1/0 affinity), or certain enginesrun only onacertain
CPU (engine affinity).

In process mode, a connection to Adaptive Server has network 1/O affinity
with the engine that accepted the connection. This engine must do all the
network 1/O for that connection. Network /O affinity does not exist in
threaded mode because any engine can perform the I/O for any
connection, which typically reduces context switching and improves
performance.

You can use the logical process manager to establish task affinity so the
manager runs atask, or set of tasks, only on a specific engine or specific
set of engines. In threaded mode, use thread pools to accomplish task
affinity. In process mode, use engine groups.

Thread pools and engine groups have different behaviors. Enginesin a
thread pool execute tasks assigned only to that thread pool. The schedul er
search space (the areain which the schedul er searches for runnabl e tasks)
islimited to enginesin that thread pool. Engines in an engine group may
run any task, aslong as the task is not restricted to enginesin a different
group. That is, including atask in an engine group restricts where the task
may run, but does not reserve the engines in the group for that task.

Configuretask affinity using the Adaptive Server logical process manager
(see Chapter 4, “ Distributing Engine Resources,” in the Performance and
Tuning Series: Basics). Configure engine or CPU affinity with dbcc tune
or equivalent operating system commands (see the Reference Manual:
Commands and your operating system documentation).

By default, Adaptive Server startsin threaded mode, appearing asasingle
process on your operating system, and using native operating system
threads for parallelism. By default, Adaptive Server handles I/O with
native threads. In process mode, Adaptive Server appears as multiple
processes on the operating system.
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Process mode may not support features available in later versions of
Adaptive Server. Sybase intends for you to use process mode as afallback
if you experience problems running in threaded mode.

Note For architecture reasons, process mode is not available on the
Windows platform. Earlier versions of Adaptive Server on Windows also
used a multithreaded, single-process kernel.

To determine the current mode of Adaptive Server, use:

select @@kernelmode

threaded

Switching kernel modes

Usesp_configure “kernel mode” to switch the kernel mode. You must restart
Adaptive Server for the change to take affect. When you switch modes,
Adaptive Server issues a message similar to:

sp_configure "kernel mode", 0, process
Parameter Name Default Memory Used
Config Value Run Value Unit
Type
kernel mode threaded 0
process threaded not applicable
static

(1 row affected)

Configuration option changed. Since the option is static, Adaptive Server must
be rebooted in order for the change to take effect. Changing the value of 'kernel
mode' does not increase the amount of memory Adaptive Server uses

Consider that:

¢ When you switch from threaded to process mode, Adaptive Server
ignores thread pool information in the configuration file when it
starts.
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When switching from process kernel mode to threaded mode, all
execution classes lose their engine groups and are associated with
syb_default_pool. Theadministrator may then associate the execution
classes with engine thread pools. When switching from threaded
mode to process mode, execution classes |ose their thread pool
association and are associated with the existing ANY ENGINE engine
group. The administrator may then associate the execution classes
with engine groups. The reassignment of an execution classto a
thread pool (or engine group) applies to existing connections
associated with that execution class in addition to new logins

Engine groups are obsolete when running in threaded mode. In this
mode, use sp_addexeclass to bind execution classes to user thread
pools. Thread pools separate processor resources between
applications within Adaptive Server.

A task is an executable that isinternal to Adaptive Server (for example,
user connections, daemons such as the housekeeper task, and kernel tasks
such as 1/0 handling). Adaptive Server schedul es tasks to threads, which
assign CPU time to each task.

Adaptive Server tasksinclude:

User tasks— represent user connections and are capable of executing
user queries. Anisql connection is an example of a user task.

Service tasks — not associated with specific users, and do not issue
user gqueries. Service tasks include the housekeeper tasks,
checkpoints, replication agent threads, and so on).

System tasks — kernel-level versions of service tasks. System tasks
include 1/0 handlers, the clock handler, cluster membership service,
[P link monitor, and so on.

Adaptive Server multiplexes tasks across the threads. Run-to-completion
(RTC) thread pools place atask in athread pool and the next available
thread picks up the task, which remains on the thread until it completes,
and terminates when it finishes running.
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See“Base priority” in Chapter 4, “ Distributing Engine Resources,” in the
Performance and Tuning Series: Basicsfor adescription of setting thetask
priority for an individual task.

The monTask monitoring table includes a row for each task running on
Adaptive Server. See the Reference Manual: Tables.

Using threads to run tasks

Adaptive Server assigns tasks to thread pools, and all thread pools have
threads. Each thread pool includes a scheduler that assigns tasks to
threads. The scheduler assigns—and unassigns—muliplexed tasks to
threads as they perform work. The scheduler assignes RTC tasksto a
thread once and it stays with that thread until the work is complete.

Adaptive Server contains both system-created and user-created thread
pools. All system-defined thread pools start with the syb_ prefix (for
example syb_default_pool). Names for user-defined thread pools cannot
start with the syb_ prefix and must follow the naming conventions for
objects (See Chapter 1, “ SQL Building Blocks,” in the Reference Manual :
Blocks). By default, Adaptive Server associates user tasks with the
syb_default_pool thread pool. Use sp_bindexeclass to associate one or
more tasks with a user-created thread pool.

Configuring an SMP environment

Configuring the SM P environment is similar to configuring a uniprocessor
environment, although SMP machines are typically more powerful and
handle many more users. The SMP environment provides the additional
ability to control the number of engines.

System Administration Guide: Volume 2 127



Configuring an SMP environment

Thread pools
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Thread pools group CPU resources, and contain threads used to execute
Adaptive Server tasks associated with that thread pool. Threads host
enginesthat execute user tasks, run specific jobs (such assignal handling),
and process requests from awork queue. Adaptive Server contains
system-defined thread pools and, if present, user-created thread pools.

Note Thread poolsare available only when Adaptive Server isconfigured
for threaded mode.

Thread pools that contain engines are called engine pools, and perform
Adaptive Server tasks that have akernel process ID (KPID). Adaptive
Server assigns an engine to each thread in an engine pool.

Adaptive Server supports two types of threads:

e Engine (or multiplexed) threads — execute database query processes,
and may be shared between multiple database processes. Multiplexed
threads run tasks that share one or more threads with other tasks. By
default, user and service tasks are multiplexed. Multiplexed tasks
must yield after consuming a defined timeslice, or when blocked.
Because all multiplexed threads are assigned an engine, they are
equivalent to engines in process mode.

* Runto completion (RTC) threads — used by system tasks and are not
shared between multple tasks. An RTC thread runs asingle task until
the task completes, and is not subject to Adapative Server scheduling.

RTC threads run tasks that cannot remove themselvesfrom athread’s
schedule until the thread completes, do not yield for timeslices, and
remain connected to the thread while blocked. RTC tasks may need to
wait for athread to execute if all RTC threads are currently running
tasks.

You cannot designate a thread's type when you create the thread pool.
User-created thread pools are always multiplexed.

Adaptive Server includes these system-defined thread pools:

e syb_default_pool —the default engine thread pool. Each thread in
syb_default_pool isan engine. All user tasks and all multiplexed
system tasks (such as the housekeeper) runin syb_default_pool.
However, you can move some tasks out of syb_default_pool by
creating additional thread pools.
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syb_system_pool —an RTC thread pool used for system threads. Each
thread in syb_system_pool is dedicated to running a specific task.
syb_system_pool contains at |east one thread for the system clock and
other asynchronous signals. All 1/0 handling threads run in
syb_system_pool.

syb_blocking_pool —an RTC pool Adaptive Server uses to process
blocking call requests from multiplexed tasks, which are normally
operating system calls that may cause a multiplexed—or engine—
thread to block for an unacceptable amount of time. Threadsin
syb_blocking_pool typically consume very few CPU resources.

Thread pools are defined by their attributes, some of which are
automatically assigned by Adaptive Server, and that others are determined
when you create the thread pool. The thread pool attributes are:

ID —athread pool’s system-assigned I D. Adaptive Server may assign
new | Dsto thread pools during start-up, so Sybase recommends that
you do not make static references to thread pool IDs.

Name —thread pool name. Only system thread pools can start with the
syb_ prefix.

Description — (Optional) thread pool description, up to 255 characters.
Type —isone of Engine Or RTC.

Current number of threads — the number of threads the pool currently
contains (may differ for a short period of time from the configured
number of threads in the pool while the pool is changing sizes).

Configured number of threads —the number of threads for which the
thread pool is configured.

idle timeout —the amount of time, in microseconds, after athread
becomesidle before it goes to sleep.

Adaptive Server recordsthe thread pool configuration in the configuration
file. Thisexample showsthethree default thread pools (syb_blocking_pool,
syb_system_pool, and syb_default_pool) and a user-created thread pool
named big_pool:

[Thread Pool:big pool]
description = Big thread pool
number of threads = 15

[Thread Pool:syb blocking pool]
number of threads = 20
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Managing engines

[Thread Pool:syb default pool]
number of threads = 1

Use sp_helpthread, or the monThreadPool monitoring table, to view the
current thread pool configuration. Edit the thread pool information in the
configuration file before starting Adaptive Server or use alter thread pool
to a change the thread pool configuration.

See Chapter 3, “Configuring Memory,” in the System Administration
Guide: Volume 2.

To achieve optimum performance from an SMP system, you must
maintain the correct number of engines.

An engine represents a certain amount of CPU power. It isaconfigurable
resource like memory.

Note Adaptive Server usesaload-balancing algorithmto evenly distribute
the load among the engines. In process mode, if your server connections
use Component Integration Services (CIS), they are affinitied to asingle
engine, and cannot migrate from one engine to another. This limitation
does not apply to threaded mode.

Configuring engines in process mode
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When you first install Adaptive Server, the system is configured for a
single engine. To use multiple engines, reset the number of engines the
first time you restart the server. You may also want to reset the number of
engines at other times. For example, you might want to:

» Increasethe number of enginesif current performanceisnot adequate
for an application and there are enough CPUs on the machine.

»  Decrease the number of enginesif Adaptive Server is not fully
utilizing the existing engines. There is overhead involved in running
the engines, and Adaptive Server iswasting resources if you do not
need the extra engines.

Adaptive Server Enterprise



CHAPTER 5 Managing Multiprocessor Servers

Configuring engines in threaded mode

Edit the thread pool information in the configuration file or use create
thread pool, alter thread pool, and drop thread pool to administer thread
pools. See “ Configuring thread pools” on page 51.

max online engines controls the total number of engines available to
Adaptive Server.

Use sp_configure to reset max online engines. For example, to set the
number of enginesto 3, issue:

sp_configure "max online engines", 3

Restart the server to reset the number of engines.

Choosing the right number of engines

Itisimportant that you choose the correct number of enginesfor Adaptive
Server:

*  You cannot configure more enginesthan CPUs. If aCPU goes offline,
you may need to decrease the number of engines by using sp_engine
(in process mode) or alter thread pool (in threaded mode).

e Adaptive Server may use additional operating system threadsto
handle 1/0 operations in threaded mode. In high 1/O situations, you
must ensure that Adaptive Server has sufficient CPU for these threads
to run. For example, an Adaptive Server performing high 1/Oonan 8
CPU system may achieve maximum performance with 8 enginesin
process mode, but only require 7 engines in threaded mode. You may
experience severe performance degradation if 1/0 threads compete
with engine threads for CPU time.

« Haveonly asmany engines asyou have usable CPUs. If thereisalot
of processing by the client or other non-Adaptive Server processes,
one engine per CPU may be excessive. The operating system may
take up part of one of the CPUs.

« Haveenough engines. Start with afew engines and add engines when
the existing CPUs are almost fully used. If there are too few engines,
the capacity of the existing enginesis exceeded and may result in
bottlenecks.
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Sybase recommends that you have only as many engines as your site
requires. More engines do not necessarily translate into better
performance. Generally, Adaptive Server perform better with 4 engines
that are 80% busy instead of performing with 8 enginesthat are 40% busy.

Starting and stopping engines

Use sp_engine to start and stop Adaptive Server engines.

Note Adaptive Server must be configured for process mode to use
sp_engine. When Adaptive Server is configured for kernel mode, use
create, alter, and drop thread to configure memory pools. See“ Configuring
thread pools’ on page 51.

Monitoring engine status

Before you bring an engine online or offline, check the status of the
engines currently running. sysengines includes any of thefollowinginthe
status column:

e online —indicatesthe engineis online.

e inoffline —indicatesthat sp_engine offline has been run. The engineis
still allocated to the server, but is having its tasks migrated to other
engines.

e indestroy —indicatesthat all tasks have successfully migrated off the
engine, and that the server is waiting on the OS-level task to
deallocate the engine.

e increate —indicatesthat an engine is being brought online.

e dormant —indicates that sp_engine offline was not able to migrate all
tasks from that engine. If the tasks terminate themselves (through a
timeout), engines switch to being permanently offline. Dormant
engines process only those tasks that are causing the dormant state;
they are not available to work on any other tasks.

Thefollowing command showsthe engine number, status, number of tasks
affinitied, and the time an engine was brought online;

select engine, status, affinitied, starttime

from sysengines
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engine status

0 online

1 online

2 online

3 online

4 online

5 in offline

affinitied starttime

12 Mar 5 2007 9:40PM
9 Mar 5 2007 9:41PM
12 Mar 5 2007 9:41PM
14 Mar 5 2007 9:51PM
8 Mar 5 2007 9:51PM
10 Mar 5 2007 9:51PM

Starting and stopping engines with sp_engine

sp_engine "online",

You can dynamically stop or start engines using sp_engine, which allows
a system administrator to reconfigure CPU resources as processing
reguirements fluctuate over time.

The syntax for sp_engine is:

sp_engine {“online” | [offline | can_offline] [, engine_id] |
[“shutdown”, engine_id]

For example, thefollowing brings engine 1 online. Messages are platform-
specific (in this example, Sun Solaris was used):

02:00000:00000:2001/10/26 08:53:40.61 kernel Network and device connection

limit is 3042.

02:00000:00000:2001/10/26 08:53:40.61 kernel SSL Plus security modules loaded

successfully.

02:00000:00000:2001/10/26 08:53:40.67 kernel engine 1, os pid 8624 online
02:00000:00000:2001/10/26 08:53:40.67 kernel Enabling Sun Kernel asynchronous

disk I/O strategy

00:00000:00000:2001/10/26 08:53:40.70 kernel ncheck: Network £c0330c8 online

Use can_offline to check whether or not a specific engine can be brought
offline. For example, to chech whether engine 1 can be brought offline,
use:

sp_engine can offline, 1

sp_engine specifiesareturn code of Oif you can bring the specified engine
offline. If you do not specify an engine_id, sp_engine describes the status
of the engine in sysengines with the highest engine id.

You can bring engines online only if max online engines isgreater than the
current number of engines with an online status, and if enough CPU is
available to support the additional engine.
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To bring an engine offline, enter the engine ID. For example, to take
engine 1 offline, use:

sp_engine offline, 1

Adaptive Server waits for any tasks that are associated with thisengine to
finish before taking the engine offline, and returns a message similar to:

01:00000:00000:2001/11/09 16:11:11.85 kernel Engine 1 waiting for affinitied

process (es)

before going offline

00:00000:00000:2001/11/09 16:16:01.90 kernel engine 1, os pid 21127 offline

You cannot take engine zero offline.

sp_engine “shutdown” forces any tasks associated with the specified engine
to finish in afive-second period, and then shuts down the engine. You can
use sp_engine shutdown when an engine has gone into a dormant state or
to bring anengineoffline. sp_engine killsany remaining processesthat are
preventing the engine from going offline normally. The following shuts
down engine 1:

sp_engine "shutdown", 1

See the Reference Manual: Procedures.

Relationship between network connections and engines

(Process mode only) Due to the operating system limit on the number of
file descriptors per process on UNIX, reducing the number of engines
reduces the number of network connections that the server can have. On
Windows, the number of network connectionsis independent of the
number of engines.

There is no way to migrate a network connection created for server-to-
server remote procedure calls—or example, connections to Replication
Server and XP Server—so you cannot take an engine offline that is
managing one of these connections.

Logical process management and dbcc engine(offline)
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If you are using logical process management to bind particular logins or
applicationsto enginegroups, usedbcc engine(offline) carefully. If youtake
all engines for an engine group offline:

e Thelogin or application can run on any engine

» Anadvisory messageis sent to the connection logging in to the server
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Since engine affinity is assigned when aclient logsin, users who are
aready logged in are not migrated if the engines in the engine group are
brought online again with dbcc engine("online").

Managing user connections (process mode only)

During process mode, if the SMP system supports network affinity
migration (the process of moving network 1/0 from one engine to another.
SMP systems that support this migration allow Adaptive Server to
distribute the network 1/0 load among al of its engines), each engine
handlesthe network 1/O for its connections. During login, Adaptive Server
migrates the client connection task from engine O to the engine currently
servicing the smallest number of connections. The client’s tasks run
network /O on that engine (network affinity) until the connection is
terminated. To determine if your SMP system supports this migration, see
the configuration documentation for your platform.

By distributing the network 1/O among its engines, Adaptive Server can
handle more user connections. The per-process limit on the maximum
number of open file descriptors no longer limits the number of
connections. Adding more engines linearly increases the maximum
number of file descriptors, as stored in the global variable
@@max_connections.

Asyou increase the number of engines, Adaptive Server prints the
increased @@max_connections value to standard output and the error log
file after you restart the server. You can query the value using:

select @@max connections

This number represents the maximum number of file descriptors allowed
by the operating system for your process, minusthese file descriptors used
by Adaptive Server:

*  Onefor each master network listener on engine O (one for every
“master” line in the interfaces file entry for that Adaptive Server)

*  Onefor each engine's standard output

« Onefor each engine's error log file

«  Two for each engine's network affinity migration channel
e One per engine for configuration

e One per engine for the interfacesfile
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For example, if Adaptive Server is configured for one engine, and the
value of @@max_connections equals 1019, adding a second engine
increases the value of @@max_connections to 2039 (if thereis only one
master network listener).

You can configure the number of user connections parameter to take
advantage of an increased @@max_connections limit. However, each
time you decrease the number of engines using max online engines, you
must also adjust the number of user connections value accordingly.
Reconfiguring max online engines or number of user connections is not
dynamic, so you must restart the server to change these configuration
values. See Chapter 5, “ Setting Configuration Parameters,” in the System
Administration Guide, Volume 1.

Note Because threaded mode runs a single process, the per-process
descriptor limit limitsthe number of user connectionsthat Adaptive Server
can support. You may need to adjust the number of file descriptors
available in the shell that starts Adaptive Server, which may require

assi stance from the operating system administrator to increase the hard
limit.

Configuration parameters that affect SMP systems

Some configuration parameters, such as spinlock ratios, apply only to
SMP systems. See Chapter 5, “ Setting Configuration Parameters,” in the
System Administration Guide, Volume 1.

Configuring spinlock ratio parameters
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Spinlock ratio parameters specify the number of internal system resources
such asrowsin an internal table or cache that are protected by one
spinlock. A spinlock is a simple locking mechanism that prevents a
process from accessing the system resource currently used by another
process. All processes trying to access the resource must wait (or “spin”)
until the lock is released.

Spinlock ratio configuration parameters are meaningful only in
multiprocessing systems. An Adaptive Server configured with only one
engine has only one spinlock, regardless of the value specified for a
spinlock ratio configuration parameter.
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Table 5-1 lists system resources protected by spinlocks and the
configuration parameters you can use to change the default spinlock ratio.

Table 5-1: Spinlock ratio configuration parameters

Configuration parameter System resource protected

lock spinlock ratio Number of lock hash buckets

open index hash spinlock ratio Index metadata descriptor hash tables
open index spinlock ratio Index metadata descriptors

open object spinlock ratio Object metadata descriptors

partition spinlock ratio Rows in the internal partition caches
user log cache spinlock ratio User log caches

The value specified for a spinlock ratio parameter defines the ratio of the
particular resourceto spinlocks, not the number of spinlocks. For example,
if 100 is specified for the spinlock ratio, Adaptive Server alocates one
spinlock for each 100 resources. The number of spinlocks allocated by
Adaptive Server dependson thetotal number of resourcesaswell asonthe
ratio specified. The lower the value specified for the spinlock ratio, the
higher the number of spinlocks.

Spinlocks are assigned to system resources either in around-robin manner,
or sequentially:

Round-robin assignment

M etadata cache spinlocks (configured by the open index hash spinlock
ratio, open index spinlock ratio, and open object spinlock ratio parameters)
use the round-robin assignment method.

Figure 5-2 illustrates one exampl e of the round-robin assignment method
and shows the relationship between spinlocks and index metadata
descriptors.
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Figure 5-3: Relationship between spinlocks and index descriptors

Spiniack 1 Index Index Index Index
Protects Index ) . . )

. Descriptor Descriptor Descriptor Descriptor
Descriptors 1, 5, 1 5 9 397
9, and so on
Spinlock 2 Index Index Index Index
Protects Index ) . . )

; Descriptor Descriptor Descriptor Descriptor
Descriptors 2, 6, 2 6 10 308
10, and so on
Spinlock 3 Index Index Index Index
Protects Index ) ) . )

. Descriptor Descriptor Descriptor Descriptor
Descriptors 3, 7, 3 7 11 399
11, and so on
Spinlock 4 Index Index Index Index
Protects Index ) . . )

; Descriptor Descriptor Descriptor Descriptor
Descriptors 4, 8, 4 3 12 400
12, and so on

Sequential assignment
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Suppose there are 400 index metadata descriptors, or 400 rows, in the
index descriptorsinterna table. You have set the ratio to 100. This means
that there are 4 spinlocks: Spinlock 1 protectsrow 1; Spinlock 2 protects
row 2, Spinlock 3 protectsrow 3, and Spinlock 4 protectsrow 4. After that,
Spinlock 1 protects the next available index descriptor, Index Descriptor
5, until every index descriptor is protected by aspinlock. Thisround-robin
method of descriptor assignment reduces the chances of spinlock
contention.

Table-lock spinlocks, configured by thetable lock spinlock ratio parameter,
use the sequential assignment method. The default configuration for table
lock spinlock ratio is 20, which assigns 20 rows in an internal hash table
to each spinlock. The rows are divided up sequentially: the first spinlock
protectsthefirst 20 rows, the second spinlock protectsthe second 20 rows,
and so on.

In theory, protecting one resource with one spinlock provides the least
contention for a spinlock and results in the highest concurrency. In most
cases, the default value for these spinlock ratiosis probably best for your
system. Change theratio only if there is spinlock contention.
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Use sp_sysmon to get areport on spinlock contention. See Performance
and Tuning Series: Monitoring Adaptive Server with sp_sysmon.
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Commands for creating and managing user databases

Table 6-1 summarizes the commands for creating, modifying, and

dropping user databases and their transaction logs.

Table 6-1: Commands for managing user databases

Command

Task

create database...on
dev_name

or

alter database...on
dev_name

Makes database devices available to a particular Adaptive Server database.
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When used without the on dev_name clause, these commands all ocate space from
the default pool of database devices.
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Command Task
dbcc Reports the size of the log.
checktable(syslogs)

sp_logdevice

Specifiesadevicethat will storethelog when the current log device becomesfull.

sp_helpdb

Reports information about a database's size and devices.

sp_spaceused

Reports a summary of the amount of storage space used by a database.

Permissions for
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managing user databases

By default, only the system administrator has create database permission,
although he or she can grant permission to use the create database
command. However, in many installations, to centralize control of
database placement and database device all ocation, the system
administrator maintains a monopoly on create database permission. In
these situations, the system administrator creates new databases on behal f
of other users, and then transfers ownership to the appropriate users.

To create a database and transfer ownership to another user, the system
administrator:

1 Issuesthe create database command.
2 Switchesto the new database with the use database command.

3 Executessp_changedbowner, as described in “ Changing database
ownership” on page 163.

When a system administrator grants permission to create databases, the
user that receives the permission must also be avalid user of the master
database, since all databases are created while using master.

Thefact that system administrators seem to operate outside the protection
system serves as a safety precaution. For example, if a database owner
forgets his or her password or accidentally deletes all entriesin sysusers,
asystem administrator can repair the damage using the backups or dumps
that are made regularly.

Permission for alter database or drop database defaults to the database
owner, and permission is automatically transferred with database
ownership. You cannot use grant or revoke to change alter database and
drop database permission.
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Using the create database command

To use create database, you must have create database permission, and
you must be avalid user of master. Always type use master before you
create a new database. See the Reference Manual: Commands.

Note Eachtimeyou enter the create database command, dump the master
database. This makes recovery easier and safer in case master is later
damaged. See Chapter 14, “Restoring the System Databases.”

You can create only one database at atime.

Initssimplest form, create database creates a database on the default
database devices listed in master..sysdevices:

create database newpubs

When a user with the required permission issues create database,
Adaptive Server:

* Veifiesthat the database name specified is unique and follows the
rulesfor identifiers.

* Makes surethat the specified database device names are available.
¢  Finds an unused identification number for the new database.

* Assigns space to the database on the specified database devices and
updates master..sysusages to reflect these assignments.

¢ |Insertsarow into sysdatabases.

* Makesacopy of the model database in the new database space,
thereby creating the new database’s system tables.

e Clearsall the remaining pages in the database device. If you are
creating a database to load a database dump, for load Skips page
clearing, which is performed after the load compl etes.

The new database initially contains a set of system tables with entries that
describe the system tables themselves. It inherits all the changes you have
made to the model database, including:

*  The addition of user names.

*  The addition of objects.

System Administration Guide: Volume 2 143



Assigning space and devices to databases

*  The database option settings. Originally, the options are set to off in
model. If you want all of your databases to inherit particular options,
use sp_dboption to change the options in the model database. See
Chapter 2, “ System and Optional Databases and mChapter 8, “ Setting
Database Options,” in the System Administration Guide: Volume 1.

After creating anew database, the system administrator or database owner
canusesp_adduser to manually add usersto the database with sp_adduser.
If you are adding new Adaptive Server logins, you may also need the
system security officer. See Chapter 13, “Getting Started with Security
Administration in Adaptive Server,” in the System Administration Guide:
\olume 1.

Assigning space and devices to databases

Adaptive Server allocates storage space to databases when a user enters
the create database or alter database command. create database can
specify one or more database devices, along with the amount of space on
each that isto be allocated to the new database.

Warning! Unlessyou are creating asmall or noncritical database, always
place the log on a separate database device. Follow the instructionsin
“Placing the transaction log on a separate device” on page 146 to create
production databases.

If you use the default keyword, or if you omit the on clause, Adaptive
Server puts the database on one or more of the default database devices
specified in master..sysdevices. See Chapter 7, “Initializing Database
Devices,” in the System Administration Guide: Volume 1.

To specify asize (4AMB in the following example) for a database that isto
be stored in a default |ocation, use:

create database newpubs
on default = "4M"
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To place the database on specific database devices, include the names of
the database devices in the command. You can request that a database be
stored on more than one database device, with adifferent amount of space
on each. All the database devices named in create database must be listed
in sysdevices (that is, they must have been initialized with disk init). See
Chapter 7, “Initializing Database Devices,” in the System Administration
Guide: Volume 1

Thefollowing statement creates the newdb database and allocates 3MB on
mydata and 2MB on newdata. The database and transaction log are not
separated:

create database newdb
on mydata = "3M", newdata = "2M"

If the amount of space you regquest on a specific database deviceis
unavailable, Adaptive Server creates the database with as much space as
possible on each device and displays a message informing you how much
space it has allocated on each database device. If there isless than the
minimum space necessary for adatabase on the specified database device,
create database fails.

If you create (or alter) adatabase on a UNIX device file that does not use
the dsync setting, Adaptive Server displays an error message in the error
log file, for example:

Warning: The database 'newdb' is using an unsafe virtual device 'mydata'. The
recovery of this database can not be guaranteed.

Default database size and devices

If you omit the size parameter in the on clause, Adaptive Server createsthe
database with a default amount of space. This amount is the larger of the
sizes specified by the default database size configuration parameter and
the model database.

The smallest database you can create is the size of the model database,
which is determined by your installation’s logical page size. To increase
the minimum size of a database, use alter database to enlarge the model
database. You can also use the default database size configuration
parameter to determine the default database size. See Chapter 5, “ Setting
Configuration Paramters,” in the System Administration Guide: Volume 1.
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If you omit the on clause, the database is created as the default size, as
described above. The space is allocated in alphabetical order by database
device name, from the default database devices specified in
master..sysdevices.

To see the logical names of default database devices, enter:

select name
from sysdevices
where status & 1 = 1
order by name

sp_helpdevice also displays “ default disk” as part of the description of
database devices.

Estimating the required space

The size alocation decisions you make are important, because it is
difficult to reclaim storage space after it has been assigned. You can
always add space; however, you cannot deallocate space that has been
assigned to a database, unless you drop the database.

You can estimate the size of the tables and indexes for your database by
using sp_estspace or by calculating the value. See Chapter 4,
“Determining Sizes of Tables and Indexes,” in the Performance and
Tuning Series: Physical Database Tuning.

Placing the transaction log on a separate device
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Use the log on clause of the create database command to place the
transaction log (the syslogs table) on a separate database device. Unless
you are creating very small, noncritical databases, aways placethelog on
aseparate database device. Placing thelogs on a separate database device:

» Letsyou usedump transaction, rather than dump database, thus saving
time and tapes.

* Letsyou establish afixed size for the log to keep it from competing
for space with other database activity.
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e Creates default free-space threshold monitoring on the log segment
and allows you to create additional free-space monitoring on the log
and data portions of the database. See Chapter 17, “Managing Free
Space with Thresholds.”

+  Improves performance.

e Ensuresfull recovery from hard disk crashes. A special argument to
dump transaction lets you dump your transaction log, even when your
data device is on a damaged disk.

To specify asize and device for the transaction log, use the log on device
=sizeclauseto create database. Thesizeisintheunit specifiers“k” or “K”
(kilobytes), “m” or “M” (megabytes), and “g” or “G” (gigabytes), “t” or
“T" (terabytes). For example, the following statement creates the newdb
database, allocates 8VIB on mydata and 4MB on newdata, and places a
3MB transaction log on athird database device, tranlog:

create database newdb
on mydata = "8M", newdata = "4M"
log on tranlog = "3M"

Estimating the transaction log size
The size of the transaction log is determined by:
e Theamount of update activity in the associated database
e Thefrequency of transaction log dumps

Thisistrue whether you perform transaction log dumps manually or use
threshold proceduresto automatethetask. Asageneral rule, alocateto the
log 10 to 25 percent of the space that you allocate to the database.

Inserts, deletes, and updates increase the size of the log. dump transaction
decreasesits size by writing committed transactions to disk and removing
them from the log. Since update statements require logging the “ before”
and “after” images of arow, applications that update many rows at once
should plan on the transaction log being at least twice as large as the
number of rowsto be updated at the same time, or twice as large as your
largest table. Or you can batch the updates in smaller groups, performing
transaction dumps between the batches.
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In databases that have alot of insert and update activity, logs can grow
very quickly. To determine the required log size, periodically check the
size of the log. This also hel ps you choose thresholds for the log and
scheduling the timing of transaction log dumps. To check the space used
by a database's transaction log, first use the database, then enter:

dbcc checktable (syslogs)

dbcc reportsthe number of data pages being used by thelog. If your logis
on a separate device, dbcc checktable also tells you how much space is
used and how much is free. Here is sample output for a2MB log:

Checking syslogs

The total number of data pages in this table is 199.

**x NOTICE: Space used on the log segment is 0.39 Mbytes, 19.43%.
**x NOTICE: Space free on the log segment is 1.61 Mbytes, 80.57%.
Table has 1661 data rows.

To check on the growth of the log, enter:
select count (*) from syslogs

Repeat either command periodically to see how quickly the log grows.

Default log size and device

If you omit the size parameter from the log on clause, Adaptive Server
locates the minimum permitted amount of storage. If you omit the log on
clause entirely, Adaptive Server places the transaction log on the same
database device as the data tables.

Moving the transaction log to another device

If you did not use the log on clause to create database, follow these
instructions to move your transaction log to another database device.
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sp_logdevice marks the portions of an existing database that exist on a
specified device as reserved for the transaction log; it does not move
existing data. If your database already has data on this device, Adaptive
Server does not interpret this data as not being on its proper segment.
However, because dbcc reports this as an error, no existing part of the log
movesto the specified device; the current log dataremainswhereit isuntil
the log has extended onto the new device and you use dump transaction to
clear that part of the log. Also, sp_logdevice does not allocate new space
to the database or initialize devices. Instead, it reserves those portions of
the specified device for the log that already belong to the database you

specify.
The syntax for sp_logdevice is:
sp_logdevice database_name, devnhame

The database device you name must be initialized with disk init and must
be allocated to the database with create or alter database.

To move the entire transaction log to another device:
1 Executesp_logdevice, naming the new database device.

2  Execute enough transactions to fill the page that is currently in use.
The amount of space you need to update depends on the size of your
logical pages. You can execute dbcc checktable(syslogs) before and
after you start updating to determine when a new page is used.

3 Wait for all currently active transactionsto finish. You may want to
use sp_dboption to put the database into single-user mode.

4 Run dump transaction, which removes al the log pages that it writes
to disk. Aslong as there are no active transactions in the part of the
log onthe old device, all of those pages are removed. See Chapter 12,
“Developing a Backup and Recovery Plan.”

5 Runsp_helplog to ensure that the complete log is on the new log
device.

Note When you move atransaction log, the space no longer used by
the transaction log becomes available for data. However, you cannot
reduce the amount of space allocated to a device by moving the
transaction log.

Transaction logs are discussed in detail in Chapter 12, “ Developing a
Backup and Recovery Plan.”
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Shrinking log space

The alter database command includes a log off parameter that removes
unwanted portions of adatabaselog, allowing you to shrink log space and
free storage without re-creating the database.

The syntax is:

alter database database name [log off database_device

[= size | [from logical_page_number] [to logical_page_number]]

[, database_device

[= size | [from logical_page_number] [to logical_page_number]]
The parameter may be particularly helpful after running the fully logged
option for database operations, such as select into, alter table, Or reorg
rebuild, when the database ends up with extra allocated space that is no
longer needed. See the dump transaction command the Reference Manual:
Commands.

Using dump and load database when shrinking log space
When performing dump and load database:

e The database you are loading must have at |east as much physical
space as when it was dumped.

e Thephysical space in the database you are loading is apportioned
according to the physical fragmentsin the database that was dumped.
This means a“hole”—an alocation unit for which thereis no
associated physical storage as aresult of an earlier alter database log
off command—in the database to be loaded does not necessarily
remain a hole after the load.

» Any leftover space in the database you are loading is apportioned in
the sameway asit isfor dump and load database without holes.

* You can determine the amount of physical space in the database that
wasdumped aswell aswhether it has holes, and information about the
size and location of these holes, by running the load database with
headeronly command.
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[ IShrinking a log before dump and load database

This scenario shrinks the log of a database that is then dumped. Use the
load database with headeronly command and sp_helpdb system procedure
to size the target database before it isloaded with the dump. The full
seguence showing these commandsisin “Example of sequence using
dump and load database” on page 152.

1

Create adatabase with as many log devices asyou need. The example
creates two log devices.

(Optional) Run select * to confirm the database creation and show the
device fragments that make up the database.

Remove unwanted portions of the log from the database without
breaking the database dump sequence by using the alter database log
off command. If the dump sequence of the databaseis already broken,
alter database log off automatically removes any shrunken space from
the end of the database. Any space removed that is not at the end of
the database always becomes a hole.

In the example, the shrunken space in the middle of the database has
become ahole.

The sysusages output shows the location and size of the holes
(segmap = 0 and location of 4 in the example). The sp_helpdb output
shows asummary of the size of the database excluding holes (9MB in
the example) and the total size of the holes in the database (3072KB
of log-only unavailable space or 3MB in the example):

The database to be loaded is 12MB in total, but of this, OMB are
actually physically in the database because of a3MB hole. A dump
database with headeronly command verifiesthat the database contains
12MB of logical pages and 9MB of physical pages. To load this
database, you must create a new database at least OMB in size.

L oad the database and bring it online.

In the sysusages rows for the newly loaded database, the 9MB of
physical space has been rearranged to match that of the dumped
database so that the database is now 12MB in size, with only 9MB of
physical pages and a 3MB hole.
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Example of sequence using dump and load database

This exampl e shows the complete sequence you perform when using
dump and load database, asdescribed in “ Shrinking alog before dump and
load database” on page 151:

1> create database sales db on sales db dev=3 log on sales db logl=3,
sales_db log2=3, sales_db logl=3, sales_db_log2=3

2> go

00:00:00000:00015:2011/01/21 09:38:28.29 server Timestamp for database

'sales db' is (0x0000,

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales_db_dev'

(1536 logical pages requested).

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales db logl'

(1536 logical pages requested).

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales db log2'

(1536 logical pages requested).

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales_db_logl'

(1536 logical pages requested).

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales db log2'

(1536 logical pages requested).

Warning: The database 'sales db' is using an unsafe virtual device 'sales db dev'.

The recovery of this database can not be guaranteed.

Database 'sales_db' is now online.

1> select * from sysusages where dbid=4

2> go

dbid segmap lstart size vstart location unreservedpgs crdate vdevno
4 3 0 1536 0 0 670 Jan 21 2011 9:38AM 1
4 4 1536 1536 0 0 1530 Jan 21 2011 9:38AM 2
4 4 3072 1536 0 0 1530 Jan 21 2011 9:38AM 3
4 4 4608 1536 1536 0 1530 Jan 21 2011 9:38AM 2
4 4 6144 1536 1536 0 1530 Jan 21 2011 9:38AM 3

(5 rows affected)

1> alter database sales db log off sales db log2

2> select * from sysusages where dbid=4

3> go

dbid segmap lstart size vstart location unreservedpgs crdate vdevno
4 3 0 1536 0 0 670 Jan 21 2011 9:38AM
4 4 1536 1536 0 0 1530 Jan 21 2011 9:38AM
4 0 3072 1536 3072 4 1530 Jan 21 2011 9:38AM -4
4 4 4608 1536 1536 0 1530 Jan 21 2011 9:38AM 2

(4 rows affected)

1> sp_helpdb sales_db
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2> go

name db size owner dbid created durability status
sales db 9.0 MB sa 4 Jan 21, 2011 full no options set
(1 row affected)

device fragments size usage created free kbytes
sales_db_dev 3.0 MB data only Jan 21 2011 9:38AM 1340
sales_db logl 3.0 MB 1log only Jan 21 2011 9:38AM not applicable
sales_db_logl 3.0 MB 1log only Jan 21 2011 9:38AM not applicable
log only free kbytes = 6082, log only unavailable kbytes = 3072

(return status 0)

1> dump database sales db to "c:/temp/sales db.dmp"

2> go

Backup Server session id is: 45. Use this value when executing the 'sp_volchanged' system
stored procedure after fulfilling any volume change request from

the Backup Server.

Backup Server: 4.41.1.1: Creating new disk file c:/temp/sales_db.dmp.

Backup Server: 6.28.1.1: Dumpfile name 'sales_dbl11021087C7 ' section number 1

mounted on disk file 'c:/temp/sales _db.dmp'

Backup Server: 4.188.1.1: Database sales_db: 848 kilobytes (67%) DUMPED.

Backup Server: 4.188.1.1: Database sales _db: 862 kilobytes (100%) DUMPED.
Backup Server: 3.43.1.1: Dump phase number 1 completed.

Backup Server: 3.43.1.1: Dump phase number 2 completed.

Backup Server: 3.43.1.1: Dump phase number 3 completed.

Backup Server: 4.188.1.1: Database sales db: 870 kilobytes (100%) DUMPED.
Backup Server: 3.42.1.1: DUMP is complete (database sales_db) .

1> load database sales db from "c:/temp/sales db.dmp" with headeronly

2> go

Backup Server session id is: 48. Use this value when executing the 'sp volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 6.28.1.1: Dumpfile name 'sales_dbl1021087C7 ' section number 1 mounted
on disk file 'c:/temp/sales_db.dmp'

This is a database dump of database ID 4, name 'sales db', from Jan 21 2011 9:39AM. ASE
version: lite 642236-1/Adaptive Server Enterprise/15.7/EBF 18567 SMP
Drop#2/B/X64/Windows Server/aseasap/ENG/. Backup Server version: Backup
Server/15.7/B/X64/Windows Server/aseasap/ENG/64-bit/DEBUG/Thu Jan 20 11:12:51 2011.
Database page size is 2048.
Database contains 6144 pages;
object ID=560001995; sort order ID=50,
Database log version=7; database upgrade version=35;
0x00000003 lstart=0 vstart=[vpgdevno=1 vpvpn=0]
segmap: 0x00000004 lstart=1536 vstart=[vpgdevno=2 vpvpn=0]
Unavailable disk fragment: lstart=3072 lsize=1536
0x00000004 lstart=4608 vstart=[vpgdevno=2 vpvpn=1536]
(12 MB) and 4608 physical pages

row num 0x12) ; next

checkpoint RID=(Rid pageid 0x604 ;
status=0; charset ID=2.
database durability=UNDEFINED.
lsize=1536 unrsvd=670

lsize=1536 unrsvd=1530

segmap:

lsize=1536 unrsvd=1530
(9 MB) .

segmap:
The database contains 6144 logical pages
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1> create database sales db2 on sales db dev=3 log on sales db logl=6

2> go

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales_db_dev'
(1536 logical pages requested).

CREATE DATABASE: allocating 3072 logical pages (6.0 megabytes) on disk 'sales db logl'
(3072 logical pages requested) .

Warning: The database 'sales db2' is using an unsafe virtual device 'sales db dev'.
The recovery of this database can not be guaranteed.

Database 'sales_db2' is now online.

1> select * from sysusages where dbid=db id("sales db2")

2> go

dbid segmap lstart size vstart location unreservedpgs crdate vdevno
5 3 0 1536 1536 0 670 Jan 26 2011 1:22AM 1
5 4 1536 3072 3072 0 3060 Jan 26 2011 1:22AM 2

1> load database sales_db2 from "/tmp/sales_db.dmp"

2> go

Backup Server session id is: 10. Use this value when executing the 'sp volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 6.28.1.1: Dumpfile name 'sales dbl1102602564 ' section number 1 mounted
on disk file '/tmp/sales db.dmp'

Backup Server: 4.188.1.1: Database sales_db2: 6148 kilobytes (33%) LOADED.

Backup Server: 4.188.1.1: Database sales db2: 9222 kilobytes (50%) LOADED.

Backup Server: 4.188.1.1: Database sales db2: 9230 kilobytes (100%) LOADED.

Backup Server: 3.42.1.1: LOAD is complete (database sales_db2).

Started estimating recovery log boundaries for database 'sales db2'.

Database 'sales db2', checkpoint=(1544, 22), first=(1544, 22), last=(1544, 22).
Completed estimating recovery log boundaries for database 'sales db2'.

Started ANALYSIS pass for database 'sales db2'.

Completed ANALYSIS pass for database 'sales db2'.

00:00:00000:00011:2011/01/26 05:12:15.86 server Log contains all committed transactions
until 2011/01/26 01:55:15.71 for database sales db2.

Started REDO pass for database 'sales db2'. The total number of log records to process
is 1.

Completed REDO pass for database 'sales db2'.

00:00:00000:00011:2011/01/26 05:12:15.88 server Timestamp for database 'sales db2' is
(0x0000, 0x00001612) .

Use the ONLINE DATABASE command to bring this database online; ASE will not bring it
online automatically.

1> online database sales db2

2> go

Started estimating recovery log boundaries for database 'sales db2'.

Database 'sales db2', checkpoint=(1544, 22), first=(1544, 22), last=(1544, 22).
Completed estimating recovery log boundaries for database 'sales db2'.

Started ANALYSIS pass for database 'sales db2'.

Completed ANALYSIS pass for database 'sales db2'.

00:00:00000:00011:2011/01/26 05:12:22.49 server Log contains all committed transactions
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until 2011/01/26 01:55:15.71 for database sales db2.
Recovery of database 'sales db2' will undo incomplete nested top actions.
Database 'sales db2' is now online.

1> select * from sysusages where dbid=db_id("sales db2")

2> go

dbid segmap lstart
5 3 0
5 4 1536
5 0 3072
5 4 4608

size vstart location unreservedpgs crdate vdevno
1536 1536 0 670 Jan 26 2011 5:12AM 1
1536 3072 0 1530 Jan 26 2011 5:12AM

1536 3072 4 1530 Jan 26 2011 5:12AM -5
1536 4608 0 1530 Jan 26 2011 5:12AM 2

Using dump and load transaction when shrinking log space

The

size of alog might change during a dump sequence in which the

database is first dumped, and then transaction log dumps are performed
periodically. Thisis particularly true, for example, if the log segment is
increased to accommodate theincreased volume of logging that isdone by

aful
com

ly logged select into, and then thelog is shrunk after compl etion of the
mand to return the log to its former size. Use these guidelines to load

such a dump sequence:

Create the database that is being loaded from the dumps with the
largest size during the dump sequence. Determine this by executing
dump tran with headeronly on the last transaction dump to be loaded.

Shrink the log to the size needed only after the transaction log
sequence has completed and you have brought the database online.

[dloading a dump sequence of a database in which its log is shrunk

The

exampl e showing these commands and output follows the numbered

steps, in“ Example of sequence using dump and load transaction” on page

157.
1
2

Create the database. The example creates sales_db.

Turn on full logging of the database using the sp_dboption system
procedure’s 'full logging for all' database option.

Dump the database.

Increase the size of the log segment using alter database log on in
preparation for the execution of afully logged select into command.
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156

10

11

12

13
14

15

16

Run the fully logged select into command that makes use of the
increased log segment.

Dump the transaction log to truncate the log to prepare for shrinking
the log segment.

Shrink the database log using alter database log off to remove the log
space added in the earlier step.

Dump the transaction log of the database with the shrunken log
segment.

Before loading the sequence of dumps, get the logical size of the
database from the last file in the load sequence. In the example, the
sizeis16MB.

Note Thelogical size of the database from the last dump in the load
sequence is guaranteed to be at least as big as the maximum physical
size of the database throughout the dump sequence. This provides a
convenient method of determining what size the target database
should be to load all the dumps in the sequence.

Use the load transaction with headeronly command to determine the
sizethat the target database must be, in order to accommodate all the
dumps in the sequence.

Create a new database with as many log devices as you need. The
example createsthe sales_db1 database asa 16M B database with two
log devices.

Load this database.

L oad transaction logs from thefirst and second transaction log dumps
into the database.

Bring the database online.

Reduce the size of the database by removing space from itslog
segment. In the example, the log segment isreduced in size by 10MB.

Run select * from sysusages to confirm the removal of space from the
end of the database. The space that has been removed has become a
hole in the database.

Use the with shrink_log option of dump database to removethe hole at
the end of the database.
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17 Run select * from sysusages again to confirm that Adaptive Server
successfully removed the hole from the end of the database.

Example of sequence using dump and load transaction

This example shows the complete sequence you perform when using
dump and load transaction, as described in “ L oading a dump sequence of
adatabase in which itslog is shrunk” on page 155:

1> create database sales_db on sales db dev=3 log on sales_db_logl=3

2> go

00:00:00000:00018:2011/05/05 12:45:06.36 server Timestamp for database 'sales db' is
(0x0000, 0x00002aa9) .

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales_db_dev'
(1536 logical pages requested). CREATE DATABASE: allocating 1536 logical pages (3.0
megabytes) on disk 'sales db_logl' (1536 logical pages requested) .

Warning: The database 'sales_db' is using an unsafe virtual device 'sales_db_dev'. The
recovery of this database can not be guaranteed.

Database 'sales_db' is now online.

1> sp dboption sales db, 'full logging for all',true

2> go

Database option 'full logging for all' turned ON for database 'sales db'.

Running CHECKPOINT on database 'sales db' for option 'full logging for all' to take
effect.

(return status = 0)

1> use master

2> go

1> dump database sales db to "/tmp/sales db.dmp"

2> go

Backup Server session id is: 120. Use this value when executing the 'sp volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 4.41.1.1: Creating new disk file /tmp/sales_db.dmp.

Backup Server: 6.28.1.1: Dumpfile name 'ales dbl1137014BC' section number 1 mounted on
disk file '/tmp/sales db.dmp'

Backup Server: 4.188.1.1: Database sales _db: 852 kilobytes (100%) DUMPED.

Backup Server: 3.43.1.1: Dump phase number 1 completed.

Backup Server: 3.43.1.1: Dump phase number 2 completed.

Backup Server: 4.188.1.1: Database sales_db: 856 kilobytes (100%) DUMPED.

Backup Server: 3.43.1.1: Dump phase number 3 completed.

Backup Server: 4.188.1.1: Database sales db: 860 kilobytes (100%) DUMPED.

Backup Server: 3.42.1.1: DUMP is complete (database sales_db) .

1> alter database sales_db log on sales _db log2=10

2> go

Extending database by 5120 pages (10.0 megabytes) on disk sales_db log2

Warning: The database 'sales_db' is using an unsafe virtual device 'sales_db_dev'. The
recovery of this database can not be guaranteed.

Warning: Using ALTER DATABASE to extend the log segment will cause user thresholds on the
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log segment within 128 pages of the last chance threshold to be disabled.

use sales_db

go

select * into bigtab2 from bigtab
go

(20000 rows affected)

1> dump tran sales db to "/tmp/sales db.trnl"

2> go

Backup Server session id is: 9. Use this value when executing the 'sp volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 4.41.1.1: Creating new disk file /tmp/sales_db.trnl.

Backup Server: 6.28.1.1: Dumpfile name 'ales dbl113903D37' section number 1 mounted on
disk file '/tmp/sales db.trnl'

Backup Server: 4.58.1.1: Database sales _db: 250 kilobytes DUMPED.

Backup Server: 4.58.1.1: Database sales db: 254 kilobytes DUMPED.
Backup Server: 3.43.1.1: Dump phase number 3 completed.

Backup Server: 4.58.1.1: Database sales_db: 258 kilobytes DUMPED.
Backup Server: 3.42.1.1: DUMP is complete (database sales_db).

1> use master

2> go

1> alter database sales db log off sales db log2

2> go

Removing 5120 pages (10.0 MB) from disk 'sales db log2' in database 'sales db'.

1> dump tran sales db to "/tmp/sales db.trn2"

2> go

Backup Server session id is: 11. Use this value when executing the 'sp_volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 4.41.1.1: Creating new disk file /tmp/sales_db.trn2.

Backup Server: 6.28.1.1: Dumpfile name 'ales_dbl113903D87' section number 1 mounted on
disk file '/tmp/sales db.trn2'

Backup Server: 4.58.1.1: Database sales db: 6 kilobytes DUMPED.

Backup Server: .43.
Backup Server: 4.58.
Backup Server: 3.42.

w

1: Dump phase number 3 completed.
.1: Database sales_db: 10 kilobytes DUMPED.
1: DUMP is complete (database sales db).

=)

1> load tran sales db from "/tmp/sales db.trn2" with headeronly

2> go

Backup Server session id is: 13. Use this value when executing the 'sp volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 6.28.1.1: Dumpfile name 'ales_dbl113903D87' section number 1 mounted on
disk file '/tmp/sales db.trn2'

This is a log dump of database ID 5, name 'sales db', from May 19 2011 4:22AM.

ASE version: lite 670673-1/Adaptive Server Enterprise/15.7.0/EBF 19186 SMP GA
FS3b/B/x86_ 64/Enterprise Linux/asea. Backup Server version: Backup

Server/15.7/EBF 19186 Drop#3B Prelim/B/Linux AMD Opteron/Enterprise
Linux/aseasap/3556/64-bi. Database page size is 2048.

Log begins on page 1986; checkpoint RID=Rid pageid = 0x7c2; row num = 0x14;

previous BEGIN XACT RID=(Rid pageid = 0x7c2; row num = 0x4); sequence dates:
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(old=May 19 2011 4:21:11:356AM, new=May 19 2011 4:22:31:043AM); truncation
page=1986; 123 pages deallocated; requires database with 8192 pages.

Database log version=7; database upgrade version=35; database
durability=UNDEFINED.

segmap: 0x00000003 lstart=0 vstart=[vpgdevno=1l vpvpn=0] lsize=1536 unrsvd=192
segmap: 0x00000004 lstart=1536 vstart=[vpgdevno=2 vpvpn=0] lsize=1536
unrsvd=1530

Unavailable disk fragment: lstart=3072 lsize=5120

The database contains 8192 logical pages (16 MB) and 3072 physical pages (6MB).

1> create database sales dbl on sales _db dev=3 log on sales db logl=3,
sales db log2=10

2> go

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales_db_dev'

(1536 logical pages requested).

CREATE DATABASE: allocating 1536 logical pages (3.0 megabytes) on disk 'sales_db_ logl'

(1536 logical pages requested) .

CREATE DATABASE: allocating 5120 logical pages (10.0 megabytes) on disk 'sales db log2'

(5120 logical pages requested).

Warning: The database 'sales dbl' is using an unsafe virtual device 'sales db_dev'. The

recovery of this database can not be guaranteed.

Database 'sales_dbl' is now online.

1> load database sales_dbl from "/tmp/sales db.dmp"

2> go

Backup Backup Server session id is: 15. Use this value when executing the 'sp volchanged'
system stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 6.28.1.1: Dumpfile name 'ales_dbl11390340B' section number 1 mounted on
disk file '/tmp/sales db.dmp'

Backup Server: 4.188.1.1: Database sales dbl: 6148 kilobytes (37%) LOADED.

Backup Server: 4.188.1.1: Database sales dbl: 6160 kilobytes (100%) LOADED.

Backup Server: 3.42.1.1: LOAD is complete (database sales dbl).

All dumped pages have been loaded. ASE is now clearing pages above page 3072, which were
not present in the database just loaded.

ASE has finished clearing database pages.

Started estimating recovery log boundaries for database 'sales dbl'.

Database 'sales_dbl', checkpoint=(1863, 13), first=(1863, 13), last=(1865, 7).
Completed estimating recovery log boundaries for database 'sales dbl'.

Started ANALYSIS pass for database 'sales dbl'.

Completed ANALYSIS pass for database 'sales_dbl'.

Started REDO pass for database 'sales dbl'. The total number of log records to process
is 22.

Redo pass of recovery has processed 2 committed and 0 aborted transactions.

Completed REDO pass for database 'sales dbl'.

Use the ONLINE DATABASE command to bring this database online; ASE will not

bring it online automatically.

1> load tran sales_dbl from "/tmp/sales db.trnl"

2> go

Backup Server session id is: 17. Use this value when executing the 'sp_volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 6.28.1.1: Dumpfile name 'ales dbl113903D37' section number 1 mounted on
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disk file '/tmp/sales db.trnl'

Backup Server: 4.58.1.1: Database sales dbl: 250 kilobytes LOADED.

Backup Server: 4.58.1.1: Database sales dbl: 258 kilobytes LOADED.

Backup Server: 3.42.1.1: LOAD is complete (database sales dbl).

Started estimating recovery log boundaries for database 'sales dbl'.

Database 'sales dbl', checkpoint=(1863, 13), first=(1863, 13), last=(1986, 3).
Completed estimating recovery log boundaries for database 'sales dbl'.

Started ANALYSIS pass for database 'sales_dbl'.

Completed ANALYSIS pass for database 'sales dbl'.

Started REDO pass for database 'sales dbl'. The total number of log records to process
is 365.

Redo pass of recovery has processed 8 committed and 0 aborted transactions.
Completed REDO pass for database 'sales dbl'.

Use the ONLINE DATABASE command to bring this database online; ASE will not bring it
online automatically.

1> load tran sales dbl from "/tmp/sales_ db.trn2"

2> go

Backup Server session id is: 19. Use this value when executing the 'sp_volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 6.28.1.1: Dumpfile name 'ales dbl113903D87' section number 1 mounted on
disk file '/tmp/sales_db.trn2'

Backup Server: 4.58.1.1: Database sales dbl: 10 kilobytes LOADED.

Backup Server: 3.42.1.1: LOAD is complete (database sales dbl).

Started estimating recovery log boundaries for database 'sales dbl'.

Database 'sales dbl', checkpoint=(1986, 3), first=(1986, 3), last=(1986, 20).
Completed estimating recovery log boundaries for database 'sales dbl'.

Started ANALYSIS pass for database 'sales_dbl'.

Completed ANALYSIS pass for database 'sales dbl'.

Started REDO pass for database 'sales dbl'. The total number of log records to process
is 16.

Redo pass of recovery has processed 2 committed and 0 aborted transactions.

Completed REDO pass for database 'sales dbl'.

Use the ONLINE DATABASE command to bring this database online; ASE will not bring it
online automatically.

1> online database sales dbl

2> go

Started estimating recovery log boundaries for database 'sales dbl'.

Database 'sales dbl', checkpoint=(1986, 20), first=(1986, 19), last=(1986, 20).
Completed estimating recovery log boundaries for database 'sales dbl'.

Started ANALYSIS pass for database 'sales_dbl'.

Completed ANALYSIS pass for database 'sales dbl'.

Recovery of database 'sales dbl' will undo incomplete nested top actions.
Started UNDO pass for database 'sales_dbl'. The total number of log records to process
is 2.

Undo pass of recovery has processed 1 incomplete transactions.

Completed UNDO pass for database 'sales_dbl'.

Database 'sales dbl' is now online.

1> alter database sales dbl log off sales db log2
2> go
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Removing 5120 pages

(10.

0 MB) from disk 'sales db _log2' in database 'sales dbl'.

1> select * from sysusages where dbid=db id("sales dbl")

2> go
dbid
6
6
6

(3 rows affected)

segmap

lstart

size wvstart location unreservedpgs crdate vdevno
1536 1536 0 192 May 19 2011 4:25AM
1536 1536 0 1536 May 19 2011 4:25AM
5120 3072 4 5100 May 19 2011 4:25AM -6

1> dump database sales dbl to "/tmp/sales dbl.dmp" with shrink log

2> go

Backup Server session id is: 22. Use this value when executing the 'sp_ volchanged' system
stored procedure after fulfilling any volume change request from the Backup Server.
Backup Server: 4.41.1.1: Creating new disk file /tmp/sales_dbl.dmp.

Backup Server:

6.

28.1.1:

Dumpfile name 'sales_dbl11113903EC3' section number 1 mounted

on disk file '/tmp/sales dbl.dmp'

Backup Server: 4.188.1.1: Database sales dbl: 3100 kilobytes (100%) DUMPED.

Backup Server: 3.43.1.1: Dump phase number 1 completed.

Backup Server: 3.43.1.1: Dump phase number 2 completed.

Backup Server: 3.43.1.1: Dump phase number 3 completed.

Backup Server: 4.188.1.1: Database sales_dbl: 3108 kilobytes (100%) DUMPED.

Backup Server: 3.42.1.1: DUMP is complete (database sales dbl).

1> select * from sysusages where dbid=db_id("sales dbl")

2> go

dbid segmap 1lstart size wvstart location unreservedpgs crdate vdevno
6 3 0 1536 1536 0 192 May 19 2011 4:25AM 3
6 4 1536 1536 1536 0 1530 May 19 2011 4:25AM 4

(2 rows affected)

Using the for load option for database recovery

System Administration Guide: Volume 2

When you create a new database, Adaptive Server generaly clearsall
unused pages in the database device. Clearing the pages can take several
seconds or several minutes to complete, depending on the size of the
database and the speed of your system.
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Using the with override option with create database

Use the for load option if you are going to use the database to load from a
database dump, either for recovery from media failure or for moving a
database from one machine to another. Using for load runs a streamlined
version of create database that skips the page-clearing step, and creates a
target database that can be used only for loading a dump.

If you create a database using for load, you can run only the following
commands in the new database before loading a database dump:

. alter database...for load
e drop database
. load database

When you |oad a database dump, the new database device allocations for
the database must match the usage all ocationsin the dumped database. See
Chapter 13, “Backing Up and Restoring User Databases,” for adiscussion
of duplicating space allocation.

After you load the database dump into the new database, there are no
restrictions on the commands you can use.

Using the with override option with create database

162

The with overide option allows machines with limited space to maintain
their logs on device fragments that are separate from their data. Sybase
does not recommend this practice, but it may be the only option available
on machines with limited storage, especially if you must get databases
back online following a hard-disk failure.

You can still dump your transaction log, but if you experience amedia
failure, you cannot accessthe current log, sinceit is on the same device as
the data. You can recover only to the last transaction log dump; all
transactions between that point and the failure time are lost.

Inthefollowing example, thelog and dataare on separate fragments of the
same logical device:

create database littledb
on diskdevl = "4M"
log on diskdevl = "1M"
with override

The minimum database size you can create is the size of model.
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Changing database ownership

A system administrator might want to create the user databases and give
ownership of them to another user after completing some of the initial
work. sp_changedbowner changes the ownership of a database, and can
only be executed by the system administrator in the database where the
ownership isto be changed. The syntax is:

sp_changedbowner loginame [, true ]

The following example makes the user “albert” the owner of the current
database;

sp_changedbowner albert

The new owner must already have alogin namein Adaptive Server, but he
or she cannot be auser of the database or have an aliasin the database. You
may haveto use sp_dropuser or sp_dropalias before you can change a
database’s ownership (see the Reference Manual: Procedures). See
Chapter 13, “ Getting Started with Security Administration in Adaptive
Server,” in the System Administration Guide: Volume 1 for more
information about changing ownership.

Note You cannot change ownership of the master database; it is always
owned by the “sa’ login.

Altering databases

When your database or transaction log growsto fill all the space allocated
with create database, you can use alter database to add storage. You can
add space for database obj ects or the transaction log, or both. You can also
use alter database to prepare to load a database from backup.

Permission for alter database defaultsto the database owner, and is
automatically transferred with database ownership. . alter database
permission cannot be changed with grant or revoke. See “Changing
database ownership” on page 163.

Note alter database for proxy update drops all proxy tablesin the proxy
database.
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alter database syntax

164

Usedlter databaseto extend adatabase, and to specify where storage space
isto be added.

Inits simplest form, alter database adds the configured default amount of
spacefrom the default database devices. If your database separates|og and
data, the space you add is used only for data. Use sp_helpdevice to find
names of database devices that are in your default list.

See the Reference Manual: Commands.

To add space from a default database device to the newpubs database,
enter:

alter database newpubs

The on and log on clauses operate like the corresponding clausesin create
database. You can specify space on a default database device or some
other database device, and you can name more than one database device.
If you use alter database to extend the master database, you can extend it
only on the master device. The minimum increase you can specify is1IMB
or one allocation unit, whichever islarger.

If Adaptive Server cannot allocate the requested size, it allocates as much
asit can on each database device, with a minimum alocation of 256
logical pages per device. When alter database completes, it prints
messages telling you how much space it allocated; for example:

Extending database by 1536 pages on disk pubsdatal

Check all messages to make sure the requested amount of space was
added.

This command adds 2MB to the space allocated for newpubs on
pubsdatal, 3MB on anew device, pubsdata2, and IMB for the log on
tranlog:

alter database newpubs
on pubsdatal = "2M", pubsdata2 =" 3M"
log on tranlog

Note Each time you issue the alter database command, dump the master
database.
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Use with override to create a device fragment containing log space on a
devicethat already contains dataor adatafragment on adevice aready in
use for the log. Use this option only when you have no other storage
options and when up-to-the-minute recoverability is not critical.

Use for load only after using create database for load to re-create the space
allocation of the database being loaded into the new database from a
dump. See Chapter 13, “Backing Up and Restoring User Databases,” for
adiscussion of duplicating space all ocation when loading adump into a
new database.

Using the drop database command

Use drop database to remove a database from Adaptive Server, thus
deleting the database and all the objectsin it, aswell as:

*  Freeing the storage space all ocated for the database

» Deleting references to the database from the system tablesin the
master database

Only the database owner can drop a database. You must be in the master
database to drop a database. You cannot drop a database that is open for
reading or writing by a user.

The syntax is:
drop database database_name [, database_namel]...

You can drop more than one database in a single statement; for example;
drop database newpubs, newdb

You must drop all databases from a database device before you can drop
the database deviceitself. Thecommandto drop adeviceissp_dropdevice.

After you drop adatabase, dump the master database to ensurerecovery in
case master is damaged.
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System tables that manage space allocation

To create a database on a database device and allocate a certain amount of
spacetoit, Adaptive Server first makes an entry for the new database in
sysdatabases. Then, it checks master..sysdevices to make sure that the
device names specified in create database actually exist and are database
devices. If you did not specify database devices, or if you used the default
option, Adaptive Server checks master..sysdevices and master..sysusages
for free space on all devicesthat can be used for default storage. It
performs this check in alphabetical order by device name.

The storage space from which Adaptive Server gathers the specified
amount of storage need not be contiguous. The database storage space can
even be drawn from more than one database device. A database istreated
asalogical unit, even if it is stored on more than one database device.

Each piece of storage for a database must be at |east one alocation unit.
Thefirst page of each alocation unit isthe alocation page. It does not
contain database rows like the other pages, but contains an array that
shows how the rest of the pages are used.

The sysusages table
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The database storage information islisted in master..sysusages. Each row
in master..sysusages represents a space all ocation assigned to a database.
Thus, each database has one row in sysusages for each time create
database or alter database assigns a fragment of disk spaceto it.

When you install Adaptive Server, sysusages contains rows for these
databases:

e  master, with adbid of 1

*  Thetemporary database, tempdb, with adbid of 2
*  model, with adbid of 3

*  sybsystemdb, with adbid of 31513

*  sybsystemprocs, with adbid of 31514

If you upgraded Adaptive Server from an earlier version, databases
sybsystemdb and sybsystemprocs may have different database I Ds.

If you installed auditing, the sybsecurity database is dbid 5.
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Asyou create new databases, or enlarge existing ones, new rows are added
to sysusages to represent new database allocations.

Here iswhat sysusages might look like on an Adaptive Server that
includes the five system databases and one user database. The user
database was created with the 109 on option, and was extended once using
alter database. It hasadatabase ID (dbid) of 4:

select dbid, segmap, lstart, size, vdevno, vstart
from sysusages

order by 1

dbid segmap lstart size vdevno vstart

1 7 0 6656 0 4

2 7 0 2048 0 8196

3 7 0 1536 0 6660

4 3 0 5120 2 0

4 4 5120 2560 3 0

4 3 7680 5120 2 5120

31513 7 0 1536 0 10244

31514 7 0 63488 1 0
In this example, the Istart and size columns describe logical pages for
which the size may vary from 2KB — 16KB bytes. The vstart column
describes virtual pages (for which the size is always 2KB). These global
variables show page size information:
*  @@maxpagesize —logical page size
e (@@pagesize—virtual page size
The following matches the database ID to its name, shows the number of
megabytes represented by the size column, showsthelogical device name
for each vdevno in thelist, and computes the total number of megabytes
allocated to each database. The example output shows only the result for
dbid 4, and the result has been reformatted for readability:

select dbid, db name(dbid) as 'database name', lstart,

size / (power (2,20)/@emaxpagesize) as 'MB',
d.name
from sysusages u, sysdevices d
where u.vdevno = d.vdevno

and d.status & 2 = 2

order by 1

compute sum(size / (power (2,20)/@emaxpagesize)) by dbid

dbid database name lstart MB device name

4 test 0 10 datadev
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4 test 5120 5 logdev
4 test 7680 10 datadev

Compute Result:

The following describes the changes to the segmap valuesin the
sysusages table as you add segments. The server in the example initially
includes the default databases and a user database named testdb (a data-
only database), and alog on the testlog device, as shown in the following
output from the sysusages table:

select dbid, segmap from master..sysusages where dbid = 6
dbid segmap

If you add auser segment newseg to the test database and create table abcd
on newseg and again select the segment information from sysusages:

sp_addsegment newseg, testdb, datadev
create table abcd ( int cl ) on newseg

select dbid, segmap from sysusages
where dbid=6

dbid segmap
6 11
6 4

Note that the segment mapping for the user database has changed from a
value of 3to avalue of 11, which shows that segment mappings for user
databases change when you reconfigure a database.

To determine the status of the segments, run:

sp_helpsegment

segment name status
0 system 0
1 default 1
2 logsegment 0
3 newseg 0

The segment newseg is not part of the default pool.
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The segmap column

If you add another segment, newseg1, to the testdb database and select the
segment information from sysusages again, the segment mapping for
newseg has changed from 11 to 27:

sp_addsegment newsegl, testdb, datadev

select dbid, segmap from sysusages

dbid segmap
6 27
6 4

segmap shows the storage that is permitted for the database fragment it
represents. You control the bit valuesin this mask using stored procedures
for segment management. The valid bit's numbersin the mask come from
syssegments in the local database. (Your “local” databaseisthe database
you are currently using: either your default database from login, or the
database you most recently used with use database.)

Adaptive Server supplies three named segments:
e system, whichissegment O

e default, which is segment 1

e logsegment, which is segment 2

Usesp_addsegment to create additional segments. If you create segments
in the mode! database, these segments exist in all databases you
subsequently create. If you create them in any other database, they exist
only for that database. Different segment namesin different databases can
have the same segment number. For example, newsegl in database testdb
and mysegment in database mydb can both have segment number 4.

Thesegmap columnisabitmask linked to the segment columnin the user
database’s syssegments table. Since the logsegment in each user database
is segment 2, and these user databases have their logs on separate devices,
segmap contains 4 (22) for the devices named in the log on statement and
3 for the data segment that holds the system segment (20 = 1) + default
segment (21 =2).

Some possible values for segments containing data or logs are:

Value Segment

3 Dataonly (system and default segments)
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Value Segment
4 Log only
7 Dataand log

Values higher than 7 indicate user-defined segments. The segmap column
is explained more fully in the segments tutorial section in Chapter 9,
“Creating and Using Segments.”

The query below illustrates the connection between segmentsin
syssegments and segmap in master..sysusages. The query liststhe
segment mappings for the current database, showing that each segment
number in syssegments becomes abit number in master..sysusages:

select dbid, lstart, segmap, name as 'segment name'
from syssegments s, master..sysusages u

where u.segmap & power (2,s.segment) != 0

and dbid = db_id()

order by 1,2

dbid lstart segmap segment name
4 0 3 system

4 0 3 default

4 5120 4 logsegment

4 7680 3 system

4 7680 3 default

This example shows that disk fragment for Istart value 0 and the fragment
for Istart value 7680 use segments system number 0 and default number 1,
while the fragment for Istart value 5120 uses segment logsegment number
2. This database was created using both the on and log on clauses of create
database, and was then extended once using the on clause of alter
database.

Because the sysusages segmap usesan int datatype, it can contain only 32
bits, so no database can hold more than 32 segments (numbered O - 31).
Because segmap is asigned quantity (that is, it can display both positive
and negative numbers), segment 31 is perceived as avery large negative
number, so the query above generates an arithmetic overflow when you
useit in a database that uses segment 31.
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The Istart, size, and vstart columns

e Istart column —the starting page number in the database of this
allocation unit. Each database starts at logical address 0. If additional
allocations have been made for adatabase, asin the case of dbid 7, the
Istart column reflects this.

e size column—the number of contiguous pagesthat are assigned to the
same database. The ending logical address of this portion of the
database can be determined by adding the valuesin Istart and size.

e vstart column —the address where the piece assigned to this database
begins.

* vdevno —the device in which this database fragment resides.

Getting information about database storage

This section explains how to determine which database devices are
currently allocated to databases and how much space each database uses.

Database device names and options

To find the names of the database devices on which a particular database
resides, use sp_helpdb with the database name:

sp_helpdb pubs2
name db_size owner dbid created status
pubs2 20.0 MB sa 4 Apr 25, 2005 select
into/bulkcopy/pllsort, trunc log on chkpt, mixed log and data

device fragments size usage created free kbytes
master 10.0MB data and log Apr 13 2005 1792
pubs 2 dev 10.0MB data and log Apr 13 2005 9888
device segment

master default

master logsegment

master system
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pubs 2 dev default
pubs 2 dev logsegment
pubs_2 dev system
pubs_2 dev segl
pubs_2 dev seg2

sp_helpdb reports on the size and usage of the devices used by the named
database. The status column lists the database options. These options are
described in Chapter 8, “ Setting Database Options,” in the System

Administration Guide, Volume 1.

If you are using the named database, sp_helpdb also reports on the
segments in the database and the devices named by the segments. See
Chapter 9, “ Creating and Using Segments.”

When you use sp_helpdb without arguments, it reports information about
all databases in Adaptive Server:

mixed log and data
mixed log and data
select into/

mixed log and data
trunc log on chkpt,

select into/

sp_helpdb
name db size owner dbid created status
master 48.0 MB sa 1 Apr 12, 2005
model 8.0 MB sa 3 Apr 12, 2005
pubs2 20.0 MB sa 6 Apr 12, 2005
bulkcopy/pllsort, trunc log on chkpt, mixed log and data
sybsystemdb 8.0 MB sa 5 Apr 12, 2005
sybsystemprocs 112.0 MB sa 4 Apr 12, 2005
mixed log and data
tempdb 8.0 MB sa 2 Apr 12, 2005
bulkcopy/pllsort, trunc log on chkpt, mixed log and data

Checking the amount of space used
sp_spaceused provides a summary of space use:

* Inthedatabase

» By atableand itsindexes and text/image storage

» By atable, with separate information on indexes and text/image
storage

Checking space used in a database

To get asummary of the amount of storage space used by a database,
execute sp_spaceused in the database:

172
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sp_spaceused

database name database size
pubs2 2.0 MB

reserved data index size unused
1720 KB 536 KB 344 KB 840 KB

Table 6-2 describes the columns in the report.

Table 6-2: Columns in sp_spaceused output

Column Description
database_name The name of the database being examined.
database_size  The amount of space allocated to the database by create database or alter database.

reserved The amount of space that has been allocated to al the tables and indexes created in the
database. (Spaceisallocated to database objectsinside adatabase in increments of 1 extent,
or 8 pages, at atime.)

data, index_size  The amount of space used by data and indexes.
unused The amount of space that has been reserved but not yet used by existing tables and indexes.

The sum of the valuesin the unused, index_size, and data columns should
equal the figurein the reserved column. Subtract reserved from
database_size to get the amount of unreserved space. This spaceis
available for new or existing objects that grow beyond the space that has
been reserved for them.

By running sp_spaceused regularly, you can monitor the amount of
available database space. For example, if the reserved valueis closeto the
database_size value, it indicates that you are running out of space for new
objects. If the unused valueisaso small, it indicates you are a so running
out of space for additional data.

Checking summary information for a table
You can also use sp_spaceused with atable name as its parameter:

sp_spaceused titles
name rowtotal reserved data index size unused
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The rowtotal column may be different than the results of running select
count(*) on the table. Thisis because sp_spaceused computes the value
with the built-in function rowent. That function uses values that are stored
in the allocation pages. These values are not updated regularly, however,
so they can be very different for tables with alot of activity. update
statistics, dbcc checktable, and dbcc checkdb update the rows-per-page
estimate, so rowtotal is most accurate after you have run one of these
commands.

Runsp_spaceused regularly on syslogs, sincethe transaction log can grow
rapidly if there are frequent database modifications. Thisis particularly a
problem if the transaction log is not on a separate device, which means it
competes with the rest of the database for space.

Checking information for a table and its indexes
To see information on the space used by individual indexes, enter:

sp_spaceused titles, 1

index_name size reserved unused

cicleidind 2 2K e
titleind 2 KB 16 KB 14 KB

name rowtotal reserved data index size unused
cicles 18 46 KB  6KB  4KBE 36 KB

Space taken up by the text/image page storage is reported separately from
the space used by the table. The object name for text and image storageis
always“t” plusthe table name:

sp_spaceused blurbs,1

index name size reserved unused

blurbs oxs kB 12K

tblurbs 14 KB 16 KB 2 KB

name rowtotal reserved data index size unused
blurbs s 0K 2k 14k 14 K@
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Querying system table for space usage information

You may want to write some of your own queries to get additional
information about physical storage. For example, to determine the total
number of 2K blocks of storage spacethat exist on Adaptive Server, query

sysdevices:
select sum(convert (numeric(20,0), high - low + 1))
from sysdevices
where status & 2 = 2

230224

In this example, the 2 for the status column (line 3) indicates a physical
device. high isthe highest valid 2KB block on the device, so you must add
1 to get the true count from the subtraction (high - lowinthefirstling)
and convert counts to numeric(20,0) to avoid overflow from integer
addition in the sum.
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Overview

Use the mount and unmount commands to:

* Moreeasily package proprietary databases, for example, asdatafiles
instead of as SQL scripts. The associated actions necessary for
running these SQL scripts, such as device and database setup, are
eliminated.

* Move adatabase — when you move a set of databases from a source
Adaptive Server to adestination Adaptive Server, you are physically
moving the underlying devices.

*  Copy databases without a shutting down Adaptive Server. When you
copy a database from the command line, you must operate outside of
Adaptive Server, and use commands likethe UNIX dd or ftp to create
a byte-for-byte copy of all pagesin a set of one or more databases.

Run mount and unmount from the isql prompt: the primary Adaptive
Server isthe source, and the secondary Adaptive Server isthe
destination. quiesce database also allows a single secondary
Adaptive Server to act as standby for databases from multiple
primaries, since databases from multiple sources can be copied to a
single destination.
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To unmount, and then re-mount, a database are:

1 Useunmount to remove a database and its devices from a server. A
manifest fileis created for the database at a location you specify in the
command clauses. The manifest file contains information pertinent to the
database at the source Adaptive Server, such as database devices, server
information, and database information. See “Manifest file” on page 178.

2 Copy or move the database onto the destination Adaptive Server.
Use mount to add the devices, attributes, and so on for the database.

4 Usedatabase online to bring the database up on the destination Adaptive
Server without restarting the server.

See the Reference Manual: Commands for compl ete documentation of mount
and unmount database.

Note mount database and unmount database are supported in the Cluster
Edition. These commands may be aborted if aninstancefailover recovery takes
place while you are using these commands. In this case, the user must re-issue
the command when the instance failover recovery is complete.

Warning! For every login that is allowed access to a database on the original
Adaptive Server, a corresponding login for the same suid must exist at the
destination Adaptive Server.

For permissions to remain unchanged, the login maps at the destination
Adaptive Server must be identical to those on the source Adaptive Server.

The manifest fileisabinary file that contains information about the database,
such as database devices, server information, and database information. The
manifest file can be created only if the set of databases that occupy those
devices are isolated and self-contained. The manifest file contains:

*  Source server information that is server-specific or common to all the
databases, such as the version of the source Adaptive Server, any upgrade
version, page size, character set, sort order, and the date the manifest file
was created.
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e Deviceinformation that is derived from the sysdevices catalog. The
manifest file containstheinformation onthefirst and last virtual pages, the
status, and the logical and the physical names of the devicesinvolved.

e Database information that is derived from the sysdatabases catalog. The
manifest file contains information on the database name, dbid, login name
of the database administrator (dba), suid of the owner, pointer to the
transaction log, creation date, status bits from the statusfieldsin
sysdatabases, date of thelast dump tran, and the diskmap entries of the
databases involved.

Warning! The manifest fileis abinary file, so operations that perform
character trandations of the file contents (such asftp) corrupt the file, unless
they are performed in binary mode.

Copying and moving databases

Moving or copying operations occur at the database level, and require activity
external to Adaptive Server. To move or copy devices and databases, be sure
that they are set up on the source Adaptive Server using units that support a
physical transportation.

For example, if any deviceisused by more than one database, then all of those
databases must be transported in one operation.

When you copy a database, you duplicate a set of databases from the sourceto
adestination by physically copying the underlying devices. You are copying a
set of databases from a source Adaptive Server to adestination Adaptive
Server.

The quiesce database command lets you include the parameter for creating the
manifest file for an external dump. Use a utility or command external to
Adaptive Server (tar, zip or the UNIX dd command) to move or copy the
database to the destination Adaptive Server. Datais extracted and placed on
devices at the destination Adaptive Server using the same external command
or utility.

If adeviceis used for more than one database, you must remove all of the
databases on that device in one operation.
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Use caution during theinitial configuration of the source Adaptive Server. The
Adaptive Server cannot verify whether adeviceistransportable asaunit. Make
sure that the underlying disk that is to be disconnected does not cause a
database that is not being moved to lose some of its storage. Adaptive Server
cannot identify whether adriveis partitioned on asingle physical disk; you
must move the databases together in one unit.

Warning! mount and unmount allow you to identify more than one database
for amove operation. However, if adeviceisused for more than one database,
then al of the databases must be moved in one operation. Specify the set of
databases being transported. The devices used by these databases cannot be
shared with any extraneous database besides the ones specified in the
command.

Performance considerations

Database |Dsfor the transported databases must be the same on the destination
Adaptive Server unless you are mounting the database for temporary usage, in
which case you must run checkalloc to fix the database ID.

If the dbid is changed, all stored procedures are marked for recompiling in the
database. This increases the time it takes to recover the database at the
destination, and delays the first execution of the procedure.

Device verification
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The destination Adaptive Server verifies the devicesin the manifest file by
scanning the device all ocation boundaries for each database. The scan ensures
that the devices being mounted correspond to the allocations described in the
manifest file, and verifies the dbid in the allocation page against that in the
manifest file for the first and last allocation pages for each sysusages entry.

If astricter device inspection is necessary, use with verify in the mount
command, which verifies the dbid for all allocation pagesin the databases.

Exercise extreme to ensure you do not mix up copies of the devices.
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For example, if you make a database copy made up of copies for disks dsk1,
dsk2, and dsk3 and in August, you try to mount dsk1 and dsk2 copies from a
copy of the database made in March, and dsk3 from a copy made in June, the
allocation page check passes even if with verify is used in the mount command.
Recovery failsbecause the databaseinformationisinvalid for theversion being
used.

However, recovery may not fail if dsk3 is not accessed, which means that the
database comes online, but the data may be corrupt.

Mounting and unmounting databases

This section explains how the mount and unmount commands are used. The
quiesce database command includes a clause that facilitates the mount and
unmount commands.

Unmounting a database

Adaptive
Server 1

=)

When you unmount a database, you remove the database and its devices from
an Adaptive Server. The unmount command shuts down the database. All tasks
using the database are terminated. The database and its pages are not altered
and remain on the operating system devices. Table 7-1 shows what happens
when you unmount a database from a system.

Figure 7-1: unmount command

Adaptive Server 1 Manifest
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Database A
(and devices)

unmount file
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Database B Database B
devices devices
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(and devices)
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Note With unmount, you identify morethan onedatabase for amove operation.
However, if adeviceis used for more than one database, al of the databases
must be moved in one operation. You specify the set of databases being
transported. The devices used by these databases cannot be shared with any
extraneous database besides the ones specified in the command.

The unmount command limits the number of databases that can be moved in a
single command to eight.

The unmount command:

*  Shuts down the database,

»  Dropsthe database from the Adaptive Server,

e Deactivates and drops devices,

e Usesthe manifest_file clause to create the manifest file.

Once the unmount command compl etes, you can disconnect and move the
devices at the source Adaptive Server if necessary.

unmount database <dbname l1ist> to <manifest file> [with
{override, [waitfor=<delay timel} ]

For example:
unmount database pubs2 to "/work2/Devices/Mpubs2 file"
If you now try to use the pubs2 database, you see:

Attempt to locate entry in sysdatabases for database
'pubs2' by name failed - no entry found under that name.
Make sure that name is entered properly.

Note When thereferencing databaseisdropped by the unmount command with
anoverride, you cannot drop thereferential constraints (dependencies) or table.
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Mounting a database

Figure 7-2: mount command
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Use the mount command to attach the database to the destination or secondary
Adaptive Server. The mount command decodes the information in the manifest
fileand makesthe set of databases available online. All the required supporting
activities are executed, including adding database devices, if necessary, and
activating them, creating the catal og entries for the new databases, recovering
them, and putting them online.

The mount command limits the number of databases to eight in asingle
command.

See mount in the Reference Manual: Commands.

Note mount allows you to identify more than one database for a move
operation. However, if adeviceis used for more than one database, then all of
the databases must be moved in one operation. You specify the set of databases
being transported. The devices used by these databases cannot be shared with
any extraneous database besides the ones specified in the command.

You can use the mount command in different ways:
e Usethe mount command at the destination Adaptive Server. For example:

mount database all from "/data/sybase2/mfilel"
using "/data/sybasel/d0.dbs" = "ldevl"
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The databases and their devices appear at the destination Adaptive Server,
marked as in-mount. The system is populated with updates to system
catalogs and appropriate information about the databases, but the
databases themselves are unrecovered. They do, however, survive a
system failure.

The destination Adaptive Server then recoversthe databasesone at atime.
The databases remain offline after recovery.

If arecovery failson adatabase, it affectsonly that database. Therecovery
continues for the other databases.

Use the command database online to bring the databases online.
You need not restart the destination server.

Use the mount command with listonly to display the path namesin the
manifest file from the source Adaptive Server without mounting the
database.

Before mounting the databases, use listonly parameter to list the device
path names at the destination Adaptive Server. For example:

mount database all from "/data/sybase2/mfilel" with
listonly

/data/sybasel/d0.dbs = ldevl

Then use mount to actually mount the databases. Once you have the path
names, verify or modify them to meet your criteriaat the destination
Adaptive Server.

When you mount databases onto an Adaptive Server:

You cannot mount a subset of the databases described in the manifest. All
the databases and devices present in the manifest must be mounted
together.

The databases being mounted must have the same page size asthe
previous Adaptive Server.

There must be enough devices configured on the secondary Adaptive
Server for the successful addition of all the devices belonging to the
mounted databases.

The configuration parameter number of devices must be set appropriately.

Database names and deviceswith the same names asthe mounted database
must not already exist.
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Adaptive Server must have the same version as the mounted database.

The mounted database must be from the same platform as the Adaptive
Server.

Creating a mountable copy of a database

1

Use the quiesce database command with the manifest clause and quiesce
the database. This command creates a manifest file describing the
database.

Use the mount command with listonly to display the list of devicesto be
copied.

Use external copy utilities, such as cp, dd, split mirror, and so on, to copy
the database devices to another Adaptive Server.

The copy of the devices and the manifest file is a mountable copy of the
database.

Moving databases from one Adaptive Server to another

1

System restrictions

Use the unmount command to unmount the database from the first
Adaptive Server. The command creates amanifest file describing the
database.

M ake the database devices available to the second Adaptive Server, if not
aready available. This may require the help of your operating system
administrator if the second Adaptive Server is on another machine.

Execute the mount command on the secondary Adaptive Server with the
manifest file created in step 1.

You cannot unmount system databases. However, you can unmount
sybsystemprocs.

You cannot unmount proxy databases cannot be unmounted.
mount and unmount database commands are not alowed in atransaction.

mount database is not allowed in an HA-configured server.
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guiesce database extension
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To duplicate or copy databases, use quiesce database with the extension for
creating themanifest file. quiesce database affectsthe quiesce hold by blocking
writesinthe database, then createsthe manifest file. The command then returns
control of the database to the user.

You cannot create a manifest fileif the set of databases that are quiesced
contain references to databases outside of the set. You may use the override
option to bypass this restriction.

Next, use a utility to copy the database to another Adaptive Server. You must
follow these rules for quiesce database hold for the copy operation:

»  The copy operation cannot begin until the quiesce database hold process
has completed.

» Every devicefor every databasein the quiesce database command must be
copied.

»  The copy process must complete before you invoke quiesce database
release.

See quiesce database in the Reference Manual: Commands.
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Adaptive Server includes these distributed transaction management
features:

e Improved transaction and thread management. Adaptive Server
manages all transactions as server resources, and provides the ability
to attach and detach threads from transactions. These new capabilities
provide a common interface for supporting clients of local server
transactions, as well as clientsin X/Open XA and MSDTC
environments. See“ Configuring transaction resources’ on page 192.

*  New distributed transaction coordination services. Adaptive Server
provides consistent rollback and commit capabilities for transactions
that modify datain remote Adaptive ServersviaRPCsand CIS. New
transaction coordination services guarantee the integrity of such
distributed transactions, even when no external transaction manager
is present. See “Using Adaptive Server coordination services’ on
page 195.

* Improved recovery for prepared transactions. During recovery,
Adaptive Server identifies prepared transactions that were
coordinated by the X/Open XA protocol and Adaptive Server native
transaction coordination services. Adaptive Server restores these
transactionsto the condition they werein prior to recovery, and brings
the associated database online more quickly than in previous server
versions. See “ Crash recovery procedures for distributed
transactions’ on page 209.
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*  New dbcc commandsfor heuristically completing distributed transactions.
See “Heuristically completing transactions’ on page 211.

Affected transaction types
The new Adaptive Server DTM features affect:
» Distributed transactions coordinated by external transaction managers
»  Transactionsthat update data using RPCs and CIS

Distributed transactions coordinated by external transaction
managers

Distributed transactions can take place in an environment where an external
transaction manager coordinates transaction execution using a specific
protocol, such as X/Open XA. Adaptive Server supportstransactionsusing the
CICS, Encina, TUXEDO, and MSDTC transaction managers through the
DTM XA interface to Adaptive Server.

Note Adaptive Server withtheDTM XA interface providesfeaturesthat were
previously part of the XA-Server product. The XA-Server product is not
required and is not included with Adaptive Server. See the XA Interface
Integration Guide for CICS, Encina, and TUXEDO for information about the
DTM XA interface.

Behavior for transaction manager-coordinated transactions

Adaptive Server natively implements several featuresthat were part of the X A-
Library and X A-Server products, and provides new recovery procedures for
prepared transactions coordinated via the X/Open XA protocol. See
“Configuring transaction resources’ on page 192 and “ Crash recovery
procedures for distributed transactions’ on page 209 for more information.
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The XA interface to Adaptive Server has been modified to accommodate the
server’s new distributed transaction management features. Changesto the XA
interface aretransparent to X/Open XA client applications. However, you must
link Adaptive Server DTM XA interface to your X/Open XA transaction
manager in order to use Adaptive Server as aresource manager. Details on all
XA interface changes are described in the XA Interface Integration Guide for
CICS, Encina, and TUXEDO.

Adaptive Server also includes support for distributed transactions coordinated
by MSDTC. MSDTC clients can communicate directly with Adaptive Server
using the native interface. Clients can also communicate with one or more
Adaptive Server running on UNIX by using the DTM XA interface.

Note MSDTC clientsusing the DTM XA interface must possess dtm_tm_role
in the Adaptive Server(s) they access. See the XA Interface Integration Guide
for CICS, Encina, and TUXEDO for more information about dtm_tm_role.

Enhanced transaction manager for Adaptive Server version 15.0.3 or later

In versions of Adaptive Server earlier than 15.0.3, when Adaptive Server
implicitly aborts an external transaction without the application’s awareness,
DML commands that would normally run inside this transaction might instead
be executed outside the explicit transaction. They are executed inside an
implicit transaction started by Adaptive Server.This behavior can result in
inconsistent business data. To handle this situation, user applications should
always check whether the external transaction is till active, and issue
commands accordingly.

Inversions 15.0.3 and later, if thereis an implicit rollback of the external
transaction, Adaptive Server does not allow any DML commands to be
executed on the connection attached to the external transaction until the
transaction manager sends a detach request. The detach request indicates the
end of abatch of commands intended for the external transaction.

Inversions 15.0.3 and later, Adaptive Serve automatically prevents SQL
commands that are intended to execute inside a distributed transaction from
executing outsideit. The user application no longer has to check the global
variable @@trancount before every command, to see whether; when a
transaction isimplicitly aborted, an error message (3953) appears: “ Cannot
execute the command because the external transaction has been rolled back.”
This message disappears when a detach transaction command is issued.
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To suppressthe 3953 error messages and let Adaptive Server restorethe former
behavior (that is, executing SQL commands even when the DTM transaction
isnot active), start Adaptive Server using trace flag -T3955.

RPC and CIS transactions

Local Adaptive Server transactions can update datain remote servers by using
Transact-SQL remote procedure calls (RPCs) and Component Integration
Services (ClS). RPC updates are accomplished by executing an RPC from
within alocally-created transaction. For example:

sp_addserver westcoastsrv, ASEnterprise, hgsales
begin transaction rpc tranl

update sales set commission=300 where salesid="120Z"
exec westcoastsrv.salesdb..recordsalesproc

commit rpc_tranl

The above transaction updates the sales table on thelocal Adaptive Server, but
also updates data on aremote server using the RPC, recordsalesproc.

ClISprovidesaway to update dataon remotetablesasif thosetableswerelocal .
By using sp_addobjectdef users can createlocal objectsin Adaptive Server that
reference remote data. Updating the local object modifies data in the remote
Adaptive Server. For example:

sp_addobjectdef salesrec,

"westcoastsrv.salesdb. .sales", "table"

begin transaction cis tranl

update sales set commission=300 where salesid="1202Z"
update salesrec set commission=300 where salesid="120Z"
commit cis_tranl

New behavior for RPC and CIS transactions

190

Prior to Adaptive Server version 12.0, transactions that updated datavia RPCs
and CIS could not roll back the work of the remote server, nor could those
transactions be assured that the remote work actually committed. Adaptive
Server provides new transaction coordination servicesto assure that RPCs and
CIS updates commit or roll back their work with theinitiating transaction. See
“Using Adaptive Server coordination services’ on page 195 for more details.

If you have applications that rely on the earlier behavior of RPCs and CIS
updates, you can disable transaction coordination services. See “enable xact
coordination parameter” on page 192 for information.
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SYB2PC transactions

SY B2PC transactions use the Sybase two-phase commit protocol to ensurethat
the work of a distributed transaction is committed or rolled back as alogical
unit.

Adaptive Server does not modify the behavior of SYB2PC transactions.
However, application devel opers who implement SY B2PC transactions may
want to consider using Adaptive Server transaction coordination services
instead. Compared to SY B2PC transactions, transactions coordinated directly
by Adaptive Server use fewer network connections and execute more quickly,
while still ensuring the integrity of the distributed transaction. Application
code can also be simpler when Adaptive Server, rather than the application,
coordinates remote transactions. See “ Using Adaptive Server coordination
services” on page 195 for more information.

Enabling DTM features

Installing a license key

Distributed Transaction Management is available as a separatel y-licensed
Adaptive Server feature. Before you can enable and use DTM features, you
must purchaseand install avalid licensefor both Adaptive Server andthe DTM
feature.

See your Installation Guide for information about installing license keys and
using Sybase Software Asset Management (SySAM). Contact your Sybase
salesrepresentativeif you want to purchasealicensefor DTM or other licensed
Adaptive Server features.

Enabling DTM features

After you have purchased and installed avalid license for Adaptive Server and
the DTM feature, you can enable DTM features by using sp_configure with the
enable dtm and enable xact coordination configuration parameters.
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enable dtm parameter

The enable dtm parameter enables or disables basic DTM features. When
enable dtm isset to 1 (on), Adaptive Server supportsexternal transactionsfrom
MSDTC, and from X/Open XA transaction managersviathe DTM XA
Interface. See the XA Interface Integration Guide for CICS, Encina, and
TUXEDO for more information.

To enable basic DTM Features, use the command:

sp_configure 'enable dtm', 1

You must restart Adaptive Server for this change to take effect.

enable xact coordination parameter

enable xact coordination enables or disables Adaptive Server transaction
coordination services. When this parameter is enabled, Adaptive Server
ensures that updates to remote Adaptive Server data commit or roll back with
theoriginal transaction. See“ Using Adaptive Server coordination services’ on
page 195 for more information.

To enable transaction coordination, use the command:
sp_configure ’‘enable xact coordination’, 1

You must restart Adaptive Server for this change to take effect.

Configuring transaction resources

192

Adaptive Server provides acommon interface to support both local server
transactions and external transactions coordinated by distributed transaction
protocols. Distributed transaction protocol support isprovided for X/Open XA,
MSDTC, and native Adaptive Server transaction coordination services.

Adaptive Server managesall transactions as configurabl e server resources, and
the System Administrator can configurethetotal number of resourcesavailable
in agiven server. Client tasks that access Adaptive Server in an X/Open XA
environment can also suspend and join threads to transaction resources as
needed.

This section describes how to determine and configure the total number of
transaction resources available to Adaptive Server.
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Calculating required transaction descriptors

Adaptive Server usesthe transaction descriptor resource to manage
transactions within a server. A transaction descriptor is an internal memory
structure that Adaptive Server usesto represent a transaction.

Upon starting, Adaptive Server allocates a fixed number of transaction
descriptors based on the value of the configuration parameter txn to pss ratio
and placesthemin apool. Adaptive Server obtainstransaction descriptorsfrom
the pool asthey are needed for new transactions. As transactions complete,
descriptors are returned to the pool. If there are no transaction descriptors
available, transactions may be delayed as Adaptive Server waitsfor descriptors
to become freed.

To properly configure the number of transaction descriptors, it isimportant that
you understand exactly when Adaptive Server triesto obtain new descriptors
from the global pool. A new transaction descriptor is required when:

» A client connection initiates anew, outer-level transaction. This can occur
explicitly, when the client executes an outer-level begin transaction
command. It can also occur implicitly, when aclient modifies datawithout
entering a begin transaction command.

Once an outer-level transaction has begun, future nested begin transaction
commands do not require additional transaction descriptors. Allocation
and deall ocation of the transaction descriptor isdictated by the outer-most
block of the transaction.

* An existing transaction modifies a second database (a multi-database
transaction). A multi-database transaction requires adedicated transaction
descriptor for each database it accesses.

Figure 8-1 illustrates how Adaptive Server obtains and releases transaction
descriptors for different transaction types.
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Figure 8-1: Allocating and deallocating transaction descriptors
User 1 User 2

Client Application

- N ©
S S 2
-~ - o
c c o
S S ©
® begin tran alwork @ begin tran addlead update workdb
update c1 set active=1 insert leadtab values set bookid=2403
where clname="obem” (“obem”, 3) wheretitle
begin tran nested1 use datastore2 PYe like “Installing%”
update c2 set comm=3 insert incnames go
where txtname="obem” values (“obem”,
commit nestedl OO “555-1010")
O exec wcoast..recordwrk commit addlead

commit allwork

@ Indicates anew transaction descriptor acquired

O Indicates atransaction descriptor freed

In Figure 8-1, Adaptive Server uses atotal of three transaction descriptors for
User 1, who accessesthe server through apair of client connections. The server
allocates a single descriptor for transaction allwork, which is freed when that
transaction commits. The nested transaction, nested1, does not require a
dedicated transaction descriptor.

Transaction addlead, a multi-database transaction, requires two transaction
descriptors—one for the outer transaction block, and one for modifying a
second database, datastore2. Both transaction descriptorsare rel eased when the
outer transaction block commits.
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User 2, accessing Adaptive Server from isql, also requires a dedicated
transaction descriptor. Even though User 2 did not explicitly create an outer
transaction block with begin transaction, Adaptive Server implicitly creates a
transaction block to execute the update command. The transaction descriptor
associated with this block isacquired after the go command, and released after
the insert has completed.

Because transaction descriptors consume memory that can be used by other
Adaptive Server services, it isimportant that you use only enough descriptors
to satisfy the maximum number of transactions that may be required at any
giventime.

Setting the number of transaction descriptors

Once you have determined the number of transaction descriptorsto usein your
system, use sp_configure to set the value of txn to pss ratio. txn to pss ratio
determines the total number of transaction descriptors available to the server.
At start time, thisratio is multiplied by the number of user connections
parameter to create the transaction descriptor pool:

# of transaction descriptors = number of user
connections * txn to pss ratio

The default txn to pssratio value, 16, ensures compatibility with earlier
versions of Adaptive Server. Prior to version 12.0, Adaptive Server allocated
16 transaction descriptors for each user connection. In version 12.0 and later,
the number of simultaneous transactionsis limited only by the number of
transaction descriptors available in the server.

For example, to allocate 25 transaction descriptors for every user connection,
use the command:

sp_configure 'txn to pss ratio', 25

You must restart Adaptive Server for this change to take effect.

Using Adaptive Server coordination services

The work of alocal Adaptive Server transaction is sometimes distributed to
remote servers that modify remote data. This can happen when alocal
transaction executes a remote procedure call (RPC) to update data in another
Adaptive Server table, or when alocal transaction modifies datain a remote
table using Component Integration Services (CIS).
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Overview of transaction coordination services

Prior to Adaptive Server version 12.0, local transactionsthat executed RPCsor
updated data via CI'S could not roll back the work done in remote Adaptive
Servers. Moreover, the client executing the local transaction could not ensure
that the remote work was actually committed if, for example, the remote server
experienced a system failure.

Adaptive Server provides services to propagate transactions to remote servers
and coordinate the work of all servers, ensuring that all work is either
committed or rolled back asalogical unit. With these transaction coordination
services, Adaptive Server itself can act asadistributed transaction manager for
transactions that update data in multiple Adaptive Servers.

Hierarchical transaction coordination

196

Client

Because other Adaptive Serversinvolved in adistributed transaction may also
coordinate remote participants, transactions can be further propagated to
additional serversin a hierarchical manner. For example, in Figure 8-2, the
client connected to ASE1 begins a transaction that executes an RPC on ASE2
and an RPC on ASE3. The coordination service for ASE1 propagates the
transaction to ASE2 and ASE3.

Since ASE2 also has transaction coordination services enabled, it can
propagate the transaction to additional remote participants. Here, ASE2
propagates the transaction to ASE4 where datais updated using CIS.

Figure 8-2: Hierarchical transaction coordination
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In Figure 8-2, ASELl isreferred to as the commit node for the distributed
transaction. When the transaction on ASE1 commits, the coordination service
for ASEL instructs ASE2 and ASE3 to prepare the transactions that it
propagated to them. ASE3 indicates that its transaction is prepared when its
local work is ready to be committed. ASE2 must complete its local work and
instruct ASE3 to prepareitstransaction. When the transactions are prepared in
ASE2 and ASE3, the coordination service in ASE1 commits the original
transaction. The instruction to commit subordinate transactionsis then
transmitted to ASE2, ASE3, and ultimately to ASE3, in the same manner asthe
instruction to prepare was transmitted.

X/Open XA-compliant behavior in DTP environments

The X/Open XA protocol requires resource managers to provide coordination
servicesfor transactionsthat are propagated to remote resource managers. This
reguirement is made because the external transaction manager (and in some
cases, the client originating the transaction) has no knowledge of when
transactions are propagated to remote servers, and therefore cannot ensure that
the remote transactions compl ete or abort as required.

The new transaction coordination service brings Adaptive Server, initsrole as
aresource manager, into full compliance with the X/Open XA protocol.
Distributed transactions can beimplicitly propagated to remote serversthrough
RPCsand CIS, and Adaptive Server guarantees that the commit or rollback
status of the global transaction is preserved in the remote serversit coordinates.

Requirements and behavior

Adaptive Server transaction coordination services can ensure that the work of
remote serversislogically committed or rolled back provided that each remote
Adaptive Server isat version 12.0 and | ater.

Transaction coordination services are transparent to the client executing the
distributed transaction. When alocal client transaction executes a RPC or
updates data via CI S, the coordination service creates a new transaction name
for the remote work and propagates that transaction to the subordinate, remote
server. When the local client commits or rolls back the local transaction,
Adaptive Server coordinates that request with each of the subordinate servers
to ensure that the remote transactions are committed or rolled back as well.
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The Adaptive Server transaction coordination service runs as one or more
background tasks named “ASTC HANDLER,” and can be viewed using
sp_who. In systems using multiple Adaptive Server engines, the number of
“ASTC HANDLER" processes (rounded down to the nearest whole number)
is:

number of engines * 2/3

There can be amaximum of 4 “ASTC HANDLER” processes running on

Adaptive Server.
The following output from sp_who showsasingle“ASTC HANDLER":
sp_who
fid spid status loginame origname hostname blk spid dbname
tempdbname cmd block xloid threadpool
0 1 running sa sa dtmsoll 0 master
tempdb SELECT 0 syb_default pool
0 2 sleeping NULL NULL master 0 master
tempdb NETWORK HANDLER 0 syb default pool
0 3 sleeping NULL NULL 0 master
tempdb DEADLOCK TUNE 0 syb _default pool
0 4 sleeping NULL NULL 0 master
tempdb MIRROR HANDLER 0 syb _default pool
0 5 sleeping NULL NULL 0 master
tempdb HOUSEKEEPER 0 syb default pool
0 6 sleeping NULL NULL 0 master
tempdb CHECKPOINT SLEEP 0 syb _default pool
0 7 sleeping NULL NULL metinl dtm 0 sybsystemdb
tempdb ASTC HANDLER 0 syb _default pool

Configuring participant server resources

By default, the transaction coordination serviceis aways enabled. The System
Administrator can enable or disable these services using the enable xact
coordination configuration parameter. See the System Administration Guidefor
a complete description of this parameter.
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The System Administrator must also ensure that Adaptive Server has the
required resources to coordinate all of the RPCs and CIS updates that may be
reguested by transactions. Each time a transaction issues an RPC or CIS
update, the transaction coordinator must obtain afree DTX participant. A
DTX participant or “distributed transaction participant” is an internal memory
structure that Adaptive Server uses to coordinate a transaction that has been
propagated to asubordinate Adaptive Server. In Figure 8-2ASE1 requiresthree
free DTX participants, and ASE2 requirestwo free DTX participants. (In each
case, asingle DTX participant is used to coordinate the local work of the
transaction that is propagated.

DTX participant resources remain in use by the coordinating Adaptive Server
until the associated remote transaction has committed. This generally occurs
some period of time after theinitiating transaction has committed, since the
initiating transaction commits as soon as all subordinate transactions have
successfully prepared their work.

If no DTX participants are available, RPC requests and CIS update requests
cannot proceed and the transaction is aborted.

number of dtx participants parameter

The System Administrator can configure the total number of DTX participants
available in Adaptive Server using the number of dtx participants configuration
parameter. number of dtx participants sets the total humber of remote
transactions that the Adaptive Server transaction coordination service can
propagate and coordinate at one time.

By default, Adaptive Server can coordinate 500 remote transactions. Setting
number of dtx participants to a smaller number reduces the number of remote
transactions that the server can manage. If no DTX participants are available,
new distributed transactions will be unable to start. In-progress distributed
transactions may abort if no DTX participants are available to propagate anew
remote transaction.

Setting number of dtx participants to alarger number increases the number of
remote transaction branches that Adaptive Server can handle, but also
CONSUMES MOre memory.

Optimizing number of dtx participants for your system

During a peak period, use sp_monitorconfig to examine the use of DTX
participants:

sp_monitorconfig "number of dtx participants"
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Usage information at date and time: Jun 18 1999 9:00AM.

Name Num_Free Num Active Pct act Max Used
Reuse cnt Instance Name
number of dtx participant 480 20 4.00 37
210 NULL
participants

If the #Free valueis zero or very low, new distributed transactions may be
unableto start dueto alack of DTX participants. Consider increasing the
number of dtx participants value.

If the #Max Ever Used valueistoo low, unused DTX participants may be
consuming memory that could be used by other server functions. Consider
reducing the value of number of dtx participants.

Using transaction coordination services in heterogeneous
environments

When Adaptive Server propagates transactions to other version 12.0 and later
Adaptive Servers, it can ensure the integrity of the distributed transaction as a
whole. However, the work of alocal Adaptive Server transaction is sometimes
distributed to remote servers that do not support version 12.0 and later
transaction coordination services. This may occur when a transaction uses
RPCsto update datain earlier Adaptive Server versions, or when CIS services
are used to update data in non-Sybase databases. Under these circumstances
the coordinating Adaptive Server cannot ensurethat thework of remote servers
is committed or rolled back with the original transaction.

strict dtm enforcement parameter

In Adaptive Server, the System Administrator can enforce or relax the
requirement to have distributed transactions commit or roll back as alogical
unit by setting the strict dtm enforcement configuration parameter.

Note Youcanalsooverridethevalueof strict dtm enforcement using the session
level set command with the strict_dtm_enforcement option.

strict dtm enforcement determines whether or not Adaptive Server transaction
coordination services will strictly enforce the ACID properties of distributed
transactions.
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Setting strict dtm enforcement to 1 (on) ensuresthat transacti ons are propagated
only to serversthat can participate in Adaptive Server-coordinated
transactions. If atransaction attempts to update datain a server that does not
support transaction coordination services, Adaptive Server aborts the
transaction.

In heterogeneous environments, you may want to make use of servers that do
not support transaction coordination. Thisincludes older versions of Adaptive
Server and non-Sybase database stores configured using CIS. Under these
circumstances, you can set strict dtm enforcement to 0 (off). This allows
Adaptive Server to propagate transactions to legacy Adaptive Servers and
other data stores, but does not ensure that the remote work of these serversis
rolled back or committed with the original transaction.

Monitoring coordinated transactions and participants

Adaptive Server tracks information about the status of work donein
subordinate servers using data in the new system table,
sybsystemdbdbo.syscoordinations. See the Reference Manual: Tablesfor a
complete definition of thistable.

The sp_transactions procedure also displays some data from the
syscoordinations table for in-progress, remote transactions. See “ Getting
information about distributed transactions” on page 203 for more information.

DTM administration and troubleshooting

Transactions and threads of control

Prior to Adaptive Server version 12.0, all of atransaction’s resources were
privately owned by a single server task. The server could not share a
transaction with any task other than the one that initiated the transaction.

Adaptive Server version 12.5 and later provides native support for the
“suspend” and “join” semantics used by X/Open XA-compliant transaction
managers such as Encinaand TUXEDO. Transactions may be shared among
different threads of execution, or may have no associated thread at all.
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When atransaction has no thread associated with it, it is said to be “ detached”.
Detached transactions are assigned a spid value 0. You can see the transaction
spid value in the new master.dbo.systransactions table, or in output from the
new sp_transactions procedure. See “ Getting information about distributed
transactions’ on page 203 for more information.

Implications for system administrators

Detached transactions are meant to persist in Adaptive Server, since the client
application may want to reattach the original thread, or attach anew thread to
thetransaction. The System Administrator can no longer roll back atransaction
by killing its associated spid, as athread is not attached to the transaction.

Transactionsin adetached state may also prevent the log from being truncated
with the dump transaction command. In extreme circumstances, detached
transactions can berolled back by using the new dbcc complete_xact command
to heuristically complete a transaction. See “Heuristically completing
transactions’ on page 211.

dtm detach timeout period parameter

The system administrator can also specify a server-wide interval after which
Adaptive Server automatically rolls back transactions that are in the detached
state. dtm detach timeout period sets the amount of time, in minutes, that a
distributed transaction branch can remain in the detached state. After thistime
has passed, Adaptive Server rolls back the detached transaction.

For example, to automatically rollback detached after 30 minutes, use the
command:

sp_configure 'dtm detach timeout period', 30

Lock manager changes to support detached transactions

202

Prior to Adaptive Server version 12.0, the lock manager could uniquely
identify atransaction’slocks by using the spid value of thetransaction’sthread.
With the new transaction manager, transactions may be detached from their
original threads, and have no associated spid. Moreover, multiple threads with
different spid values must be able to share the same transaction locks to
perform the work of adistributed transaction.
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To facilitate these changes, the Adaptive Server version 12.5 and later lock
manager usesaunique lock owner 1D, rather than aspid, toidentify transaction
locks. The lock owner ID isindependent from the spid that created the
transaction, and it persists even when the transaction is detached from athread.
Lock owner IDs provide away to support transactional lockswhen transactions
have no associated threads, or when anew thread is attached to the transaction.

Thelock owner ID isstored in the new loid column of master.dbo.syslocks. You
can determine the loid value of atransaction by examining sp_lock or
sp_transactions output.

Examining the spid and loid columns from sp_transactions output provides
information about a transaction and its thread of control. A spid value of zero
indicates that the transaction is detached from its thread of control. Non-zero
spid values indicate that the thread of control is currently attached to the
transaction.

If theloid valuein sp_transactions output is even, then alocal transaction owns
the lock. Odd loid values indicate that an external transaction owns the lock.

See " Getting information about distributed transactions” on page 203 for more
information about sp_transactions output.

Getting information about distributed transactions

Adaptive Server has system table, master.dbo.systransactions, which stores
information about all server transactions. systransactions identifies each
transaction and maintains information about the state of the transaction and its
associated threads.

The new system procedure, sp_transactions, trandates information from the
systransactions and syscoordinations tablesto display status conditions for
active transactions.

Transaction identification in systransactions

Adaptive Server stores transaction names in a column of varchar(255) (as
compared to varchar(64) in previous server versions) to accommodate the
length and format of transaction names supplied by different distributed
transaction protocols. In the X/Open XA protocol, for instance, distributed
transactions are assigned a transaction name consisting of both a global
transaction 1D (gtrid) and a branch qualifier. Within Adaptive Server, this
information is combined in the xactname column of the systransactions table.
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Transaction keys

systransactions.xactname stores the names of both externally-created
distributed transactions (defined by an X/Open XA transaction manager or
MSDTC) and local server transactions. Clients defining local transactions can
name those transactions anything they wish, within the confines of the
varchar(255) column. Similarly, external transaction managers can useavariety
of different formats to name a distributed transaction.

The transaction key, stored in the xactkey column of systransactions, actsasa
unique internal handle to a server transaction. For local transactions, xactkey
ensures that transactions can be distinguished from one another, even if the
transaction name is not unique to the server.

Beginning with Adaptive Server version 12.0, all system tables refer to
systransactions.xactkey to uniquely identify atransaction. The sysprocesses
and syslogshold tables are the only exceptions to this rule—they reference
systransactions.xactname and truncate the value to alength of varchar(64) (for
sysprocesses) and varchar(67) (for syslogshold), to maintain backward
compatibility with earlier Adaptive Server versions.

Viewing active transactions with sp_transactions

Thesp_transactions procedure translates information from systransactions and
syscoordinations to provide information about active transactions. When used
without keywords, sp_transactions displays information about all active
transactions:

sp_transactions

xactkey type coordinator starttime

state connection dbid spid loid

failover srvname namelen
xactname

0x00000b1700040000dd6821390001 Local None Jun 1 1999 3:47PM
Begun Attached 1 1 2

Resident Tx NULL 17

Suser transaction

0x00000b1700040000dd6821390001 Remote ASTC Jun 1 1999 3:47PM
Begun NA 0 8 0

Resident Tx caserv2 108

204
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00000b1700040000dd6821390001-2a01£f04ebb9a-00000b17000400004d6821390001-
aal0lfo04ebb9a-caservl-caservl-0002

Identifying local, remote, and external transactions

The“type” column indicates whether the transaction islocal, remote, or
external. Local transactions execute on the local server (the server on which
youransp_transactions). Local transactionshave anull valueinthe“ srvname’
column, since the transaction takes place on the current server.

For remote transactions, sp_transactions lists the name of the server executing
thetransaction under the“ srvname” column. The sp_transactions output above
shows aremote transaction executing on the server named caserv2.

External transactionsindicate that the transaction is coordinated by an external
transaction coordinator, such as CICS, Encina, or the“ASTC HANDLER”
process of another Adaptive Server. External transactions also have anull
valuein the “srvname” column.

Identifying the transaction coordinator

The “coordinator” column indicates the method or protocol used to manage a
transaction. In the output above, the local transaction $user_transaction does
not have an external coordinator. The remote transaction taking place on
caserv2 has the coordinator value “ ASTC”. Thisindicates that the transaction
iscoordinated using native Adaptive Server coordination services, asdescribed
under “Using Adaptive Server coordination services’ on page 195.

Seesp_transactions inthe Reference Manual for acompletelist and description
of possible coordinator values.

Viewing the transaction thread of control

The spid column displays the Process I D of the process attached to the
transaction (or O if the transaction is detached from its thread of control). For
local transactions, the spid value indicates a Process | D running on the local
server. For remote transactions, the spid indicates the Process ID of atask
running on theindicated remote server. The output above shows aspid value of
8 running on the remote server, caserv2.
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Understanding transaction state information

The “state” column displays information about the current state of each
transaction. At any giventime, alocal or external transaction may be executing
a command, aborted, committed, and so forth. Additionally, distributed
transactions can be in a prepared state, or can be heuristically completed or
rolled back.

The “ connection” column displays information about the state of the
transaction’s connection. You can use thisinformation to determine whether a
transaction is currently attached to or detached from a process. Transactionsin
X/Open XA environments may become detached from their initiating process,
in response to requests from the transaction manager.

See sp_transactions in the Reference Manual: Procedures for a complete list
and description of possible coordinator values.

Limiting sp_transactions output to specific states

You can use sp_transactions with the state keyword to limit output to the
specified transaction state. For example:

sp_transactions "state", "Prepared"

displaysinformation only for distributed transactions that have been prepared.

Transaction failover information
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The “failover” column displays special information for servers operating in
high availability environments. In high availability environments, prepared
transactions may betransferred to asecondary companion server if theoriginal
server experiences acritical failure. The “failover” column can display three
possible failover states that indicate how and where the transaction is
executing:

* “Resident Tx” isdisplayed under normal operating conditions, and on
systems that do not utilize Adaptive Server high availability features.
“Resident Tx” means that the transaction was started and is executing on
aprimary Adaptive Server.

» Failed-over Tx" isdisplayed after there has been afailover to a secondary
companion server. “Failed-over Tx” means that atransaction originally
started on aprimary server and reached the prepared state, but was
automatically migrated to the secondary companion server (for example,
as aresult of asystem failure on the primary server). The migration of a
prepared transaction occurs transparently to an external coordinating
service.
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e Txby Failover-Conn” isaso displayed after there has been afailover to a
secondary companion server. “ Tx by Failover-Conn” indicates that the
application or client attempted to start the transaction on aprimary server,
but the primary server was not available due to a connection failover.
When thisoccurs, the transaction isautomatically started on the secondary
companion server, and the transaction is marked “Tx by Failover-Conn”.

See “Transaction failover information” on page 206 for more information
about Adaptive Server failover features.

Determining the commit node and gtrid with sp_transactions

Using sp_transactions with the xid keyword displays the commit node, parent
node, and gtrid of a particular transaction, in addition to the output described

under “Viewing active transactions with sp_transactions’ on page 204. This
form of sp_transactions requiresthat you specify aparticular transaction name.

For example:

sp_transactions "xid", "00000b1700040000dd6821390001-aa01lf04ebb9a-
00000b1700040000dd6821390001-aa01f04ebb9a-caservl-caservl1-0002"
xactkey type coordinator starttime
state connection dbid spid loid

failover srvname namelen
xactname

commit node parent node

gtrid

0x00000b2500080000dd6821960001 External ASTC Jun 1 1999 3:47PM

Begun Attached 1 8 139

Resident Tx NULL 108

00000b1700040000dd6821390001-aa01£04ebb9a-00000b1700040000d4d6821390001-
aa0lf04ebb9a-caservl-caservl-0002

caservl caservl
00000b1700040000dd6821390001-aa01f04ebb9a
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Commit and parent nodes

Global transaction ID

For distributed transactions coordinated by Adaptive Server, the “commit
node” column lists the name of the server that executes the topmost branch of
the distributed transaction. This transaction determines the commit or rollback
status for all branches of the transaction. See “Hierarchical transaction
coordination” on page 196 for more information.

The “parent node” column lists the name of the server that initiated the
transaction. In the sp_transactions output above, the “commit node” and
“parent node” columns list the same server, caservl. Thisindicates that the
distributed transaction originated on caservl, and caserv1 propagated abranch
of the transaction to the current server.

The “gtrid” column displays the global transaction ID for distributed
transactions coordinated by Adaptive Server. Transaction branchesthat are part
of the same distributed transaction share the same gtrid. You can use a specific
gtrid with the sp_transactions gtrid keyword to determine the state of other
transaction branches running on the current server. Thisis useful for System
Administrators who must determine whether a particular branch of a
distributed transaction should be heuristically committed or rolled back. See
“Determining the commit status for Adaptive Server transactions’ on page
214 for an example that uses sp_transactions with the gtrid keyword.

Note For transactions coordinated by an X/Open X A-compliant transaction
manager, MSDTC, or SYB2PC, the gtrid column shows the full transaction
name supplied by the external coordinator.

Steps to execute external transactions

208

In all versions, the steps Adaptive Server takes to execute an external
transaction are:

1 TheTM initiates abegin transaction.

2 TheTM initiates an attach transaction.

Note The TM might perform steps 1 and 2 together.

3 The application executes DML commands.
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The TM initiates a detach transaction.

4

5 Repeat steps 2 through 4, if necessary.

6 TheTM initiatesaprepare transaction, if the transaction isnot rolled back.
7

The TM initiates a commit transaction or arollback transaction.
Executing step 3 can cause the distributed transaction to roll back.

Because it is cumbersome to check the global variable before issuing every
command, many user applicationsdo not check it at all. Before version 15.0.3,
if the distributed transaction rolled back, Adaptive Server allowed the user
application to continue issuing SQL commands. These commands executed
outside the distributed transaction as independent transactions. A SQL
command that should have been included in arollback transaction could be
committed independently of that transaction, causing transactionally
inconsistent data.

Inversions 15.0.3 and later, Adaptive Serve automatically prevents SQL
commands that are intended to execute inside a distributed transaction from
executing outsideit. The user application no longer has to check the global
variable before every command; when a transaction isimplicitly aborted, an
error message (3953) appears, saying “ Cannot execute the command because
the external transaction has been rolled back.” This message disappears when
adetach transaction command is issued.

To suppressthe 3953 error messages and | et Adaptive Server restoretheformer
behavior, executing SQL commands evenif the DTM transactionisnot active,
start Adaptive Server using trace flag -T3955.

Crash recovery procedures for distributed transactions

During crash recovery, Adaptive Server must resolve distributed transactions
that it discoversin the prepared state. The method used to resolve prepared
transactions depends on the coordination method or coordination protocol used
to manage the distributed transaction.

Note The following crash recovery procedures are not performed during
normal database recovery for load database or load transaction commands. If
load database oOr load transaction applies any transactions that prepared or in-
doubt, Adaptive Server abortsthose transactions before bringing the associ ated
database online.
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Transactions coordinated with MSDTC

Prepared transactions that were coordinating using MSDTC arerolled forward
or backward depending on the commiit status of the master transaction. During
recovery, Adaptive Server initiates contact with MSDTC to determine the
commit status of the master transaction, and commitsor rollsback the prepared
transaction accordingly. If it cannot contact MSDTC, the recovery procedure
waits until contact is established. Further recovery does not take place until
Adaptive Server has established contact with MSDTC.

Transactions coordinated by Adaptive Server or X/Open XA
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During crash recovery, Adaptive Server may also encounter prepared
transactions that were coordinated using Adaptive Server transaction
coordination services or the X/Open XA protocol. Upon encountering these
transactions, thelocal server must wait for the coordinating Adaptive Server or
the external transaction coordinator to initiate contact and indicate whether the
prepared transaction should commit or roll back.

To speed the recovery process, Adaptive Server restores each of these
transactions to their condition prior to the failure. The transaction manager
createsanew transaction with theoriginal transaction | D, and thelock manager
applies locks to protect data that the original transaction was modifying. The
restored transaction remains in a prepared state but is detached, having no
thread associated with it.

Once the transaction’s coordinator contacts Adaptive Server, the transaction
manager can commit or roll back the transaction.

Using this recovery mechanism, the server can bring a database online even
when the coordinating Adaptive Server or external transaction manager has not
yet attempted to resol vethe prepared transaction. Other clients and transactions
can resume work on the local data, since the prepared transaction holds the
locksit did prior to recovery. The prepared transaction itself isready to commit
or roll back once contacted by its coordinator.

When the controlling Adaptive Server or external transaction manager cannot
complete the transaction, the System Administrator can heuristically complete
the transaction to freeits locks and transaction resources. See “Heuristically
completing transactions” on page 211 for more information.
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Transactions coordinated with SYB2PC

Prepared transactions that were coordinated using the SY B2PC protocol are
rolled forward or backward depending on the commit status of the master
transaction. During recovery, Adaptive Server initiates contact with the
commit service to determine the commit status of the master transaction, and
commitsor rolls back the prepared transaction accordingly. If it cannot contact
the commit service, Adaptive Server does not bring the database online.
However, Adaptive Server does proceed to recover other databasesin the
system.

This recovery method was used for SYB2PC transactions in earlier Adaptive
Server versions and is unchanged with Adaptive Server version 12.5 and later.

Heuristically completing transactions

Adaptive Server includes the dbcc complete_xact command to facilitate
heuristic completion of transactions. dbcc complete_xact resolves atransaction
by either committing or rolling back its work, freeing whatever resources the
transaction was using.

dbcc complete_xact is provided for those cases where only the System
Administrator can properly resolve a prepared transaction, or for when the
System Administrator must resolve a transaction without waiting for the
transaction’s coordinator.

For example, in Figure 8-2 on page 196, heuristic completion may be
considered if all remote Adaptive Servers have prepared their transactions, but
the network connection to ASE1 was permanently lost. The remote Adaptive
Servers will maintain their transactions in a prepared state until contacted by
the coordination service from ASEL. In this case, only the System
Administrator for ASE2, ASES3, and ASE4 can properly resolve the prepared
transactions. Heuristically completing the prepared transaction in ASE3 frees
up transaction and lock resources, and records the commit status in
systransactions for later use by the transaction coordinator. Heuristically
completing the transaction in ASE2 also compl etes the transaction propagated
to ASE4.
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Completing prepared transactions

Warning! Heuristically completing a prepared transaction can cause
inconsistent results for an entire distributed transaction. The System
Administrator’sdecision to heuristically commit or roll back atransaction may
contradict the decision made by the coordinating Adaptive Server or
transaction protocaol.

Before heuristically completing a transaction, the System Administrator
should make every effort to determine whether the coordinating Adaptive
Server or transaction protocol decided to commit or roll back the distributed
transaction (see “ Determining the commit status for Adaptive Server
transactions’ on page 214).

By using dbcc complete_xact, the System Administrator forces Adaptive
Server to commit or roll back a branch of a distributed transaction. After
heuristically completing a prepared transaction, Adaptive Server records the
transaction’s commit status in master.dbo.systransactions S0 that the
transaction’s coordinator—Adaptive Server, MSDTC, or an X/Open XA
transaction manager—can know whether the transaction was committed or
rolled back.

Adaptive Server propagates the command to heuristically commit or abort a
transaction to any participant serversthat it coordinated for the transaction
branch. For example, if in Figure 8-2 on page 196 you heuristically commit the
transaction on ASE2, ASE2 propagates the command to ASE4 so that the
transaction on ASE4 also commits.

dbcc complete_xact requires that you supply an active transaction name and
desired outcome for the transaction. For example, the following command
heuristically commits a transaction:

dbcc complete xact "00000b1700040000d4d6821390001-
aa01f04ebb9a-00000b1700040000dd6821390001-
aal0lf04ebb9a-caservl-caservl-0002", "commit"

Forgetting heuristically completed transactions
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When the System Administrator heuristically completes a prepared
transaction, Adaptive Server maintains information about the transaction’s
commit statusin master.dbo.systransactions. Thisinformation ismaintained so
external transaction coordinators can detect the presence of heuristically
completed transactions.
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If the external coordinator isanother Adaptive Server, the server examinesthe
commit status and logs awarning messageif the heuristic completion conflicts
with the commit status of the distributed transaction. After examining the
commit status, the coordinating Adaptive Server clears the commit status
information from systransactions.

If the external coordinator is an X/Open X A-compliant transaction manager,
the transaction manager does not log warning message when the heuristic
completion conflicts with the distributed transaction. However, X/Open X A-
compliant transaction managers clear the commit status information from
systransactions.

Manually clearing the commit status

dbcc forget_xact purges the commit status of a heuristically completed
transaction from systransactions. It can be used when the System Administrator
does not want the coordinating service to have knowledge that a transaction
was heuristically completed, or when an external coordinator will not be
available to clear information from systransactions.

See dbcc in the Reference Manual: Commands for more information about
using dbcc forget_xact.

Completing transactions that are not prepared

dbcc complete_xact can also be used to roll back Adaptive Server-coordinated
transactions that have not yet reached the prepared state. Heuristically rolling
back atransaction that has not yet been prepared does not pose arisk to the
distributed transaction, since the coordinating server can recognize that the
transaction failed to prepare its work. Under these circumstances, the
coordinating Adaptive Server can roll back the entire distributed transaction to
preserve consistency.

When you heuristically roll back an Adaptive Server transaction that has not
yet been prepared, Adaptive Server does not record the heuristic roll back in
systransactions. Instead, an informational message is printed to the screen and
recorded in the server’s error log.
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Determining the commit status for Adaptive Server transactions

If the distributed transaction branch you want to commit or roll back is
coordinated by Adaptive Server, you can use sp_transactions to determine the
commit status of the distributed transaction. To do so, complete the following

steps.

Note These steps cannot be used with distributed transactions that are
coordinated by the X/Open XA protocol, MSDTC, or SYB2PC.

1 Intheserver that isexecuting the transaction branch you want to complete,
use sp_transactions with the xid keyword to display information about the
transaction. Record the commit node and gtrid of the transaction. For

example:

sp_transactions "xid", "00000b1700040000d4d6821390001-aa01f04ebb9a-
00000b1700040000dd6821390001-aa01f04ebb9a-caservl-caservl-0002"
xactkey type coordinator starttime

state connection dbid spid loid

failover srvname namelen
xactname

commit node parent node

gtrid

0x00000b2500080000dd6821960001 External ASTC Jun 1 1999 3:47PM

Begun Attached 1 8 139

Resident Tx NULL 108

00000b1700040000dd6821390001-aa01f04ebb9a-
00000b1700040000d4d6821390001-aa01f04ebb9a-caservl-caservl-0002

caservl sfserv
00000b1700040000dd6821390001-aa01f04ebb9a

In this example, the commit node for the distributed transaction is
“caserv1l” and the gtrid is “00000b1700040000dd6821390001-
aa01f04ebh9a”.

2 Log on to the server indicated by the commit node. For example:
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isqgl -Usa -Psa password -Scaservl

3 Usesp_transactions with the gtrid keyword to determine the commit status
of the distributed transaction having the gtrid obtained in step 1:

sp_transactions "gtrid", "00000b1700040000dd6821390001-aa01f04ebboa"
xactkey type coordinator starttime

state connection dbid spid loid

failover srvname namelen

xactname

commit node

parent node

0x00000b1700040000dd6821390001 Local None Jun 1 1999 3:47PM
Committed Attached 1 1 2
Resident Tx NULL 17

Suser transaction

caservl
caservl

In this example, the local transaction with the specified gtrid has
committed, asindicated by the“ state” column. The System Administrator
should heuristically commit the prepared transaction examined in step 1.

4 Using an account with System Administrator privileges, log on to the
server that is executing the transaction branch you want to complete:

isql -Usa -Psa password -Ssfserv

5 Usedbcec complete_xact to commit the transaction. In this example, the
System Administrator should use the commit keyword to maintain
consistency with the distributed transaction:;

dbcc complete xact "00000b1700040000dd6821390001-
aa01f£04ebb9a-00000b1700040000dd6821390001 -
aa0lf04ebb9a-caservl-caservl-0002", "commit"
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Programming versus configuration considerations

This section describes configuration options to consider when trouble
shooting.

Behavior of DDLs within distributed transactions

If atransaction is coordinated by an external transaction manager using
X/Open XA protocol or through Adpative Server transaction coodination
services of another Adaptive Server, then DDL commands are not allowed
within the transaction. This behavior applies even if the database option ddl in
tran is enabled.

Adaptive Server implicit rollback in external transactions
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If you encounter errorsin an external transaction (for example, deadlocks,
aborted update triggers, and so on) , Adaptive Server may abort the external
transaction.

Although Adaptive Server sends error messages for failures, applications do
not always check for messages, particularily for simple inserts (for example,
they may not be aware of triggers added by DBAS). It may not always be
obvious from the error messages that the XA transaction has ended.

If Adaptive Server aborts an external transaction and throws a SQL Exception,
youcanissueselect @etrancount. |f thevaluefor @@trancountiszero, the
DTM transaction was aborted.

The application should call the transaction manger (typically an application
server) notifying it that the transaction aborted. If you ignore error messages,
subsequent updates could take place outside the DTM transaction context (for
example, local transactions). You can log the error messages and check the
@@transtate or @@trancount to verify the updates occured.

The following describes a trigger that causes Adaptive Server to rollback an
external transaction. The insert statement contains the trigger that can
potentialy fail. If Adaptive Server cannot issue the insert, the update runs the
ut.commit function

This example (in pseudo code) assumes you are running a JTA/XA
UserTransaction:

try {

insert into table values (xx.... )
update table
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ut.commit () ;
} catch (SQLException sge) {

if this is a known error then process

else
select @@trancount into count
if count == 0

then ut.rollback() }

If you do not include the rollback funtion, then additional updates take place
outsie the JTA/XA transaction.
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See Chapter 1, “Controlling Physical Data Placement,” in the
Performance and Tuning Series: Physical Database Tuning for
information about how segments can improve system performance.

Adaptive Server segments

A segment isalabel that pointsto one or more database devices. Segment
names are used in create table and create index commands to place tables
or indexes on specific database devices. Using segments can improve
Adaptive Server performance and give the system administrator or
database owner increased control over the placement, size, and space
usage of database objects.

Create segments within a database to describe the database devices that
are alocated to the database. Each Adaptive Server database can contain
up to 32 segments, including the system-defined segments (see “ System-
defined segments” on page 220). Before assigning segment names, you
must initialize the database devices with disk init and then make them
available to the database with create database or alter database.
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System-defined segments

When you create adatabase, Adaptive Server createsthree segmentsinthe
database, as described in Table 9-1.

Table 9-1: System-defined segments

Segment  Function

system Stores the database's system tables
logsegment  Stores the database's transaction log
default Stores all other database objects—unless you create additional

segments and store tables or indexes on the new segments by
using create table...on segment_name or create index...on
segment_name

If you create a database on a single database device, the system, default,
and logsegment segments are created on the samedevice. If you usethelog
on clause to place the transaction log on a separate device, the segments
resemble those shown in Figure 9-1.

Figure 9-1: System-defined segments
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Although you can add and drop user-defined segments, you cannot drop
the default, system, or log segments from a database. A database must
have at least one of each type of system-defined segment: system,
logsegment, and default.

These are the commands and system procedures for managing segments:
e sp_addsegment — defines a segment in a database.
» create table and create index — creates a database object on a segment.

e  sp_dropsegment —removes a segment from a database or removesasingle
device from the scope of a segment.

* sp_extendsegment — adds devicesto an existing segment.

* sp_placeobject — assigns future space alocations for atable or an index
partition to a specific segmen.t
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e sp_helpsegment — displaysthe segment allocation for a database or dataon
aparticular segment.

e  sp_helpdb — displays the segments on each database device. See Chapter 6,
“Creating and Managing User Databases,” for examples

e  sp_help —displaysinformation about atable, including the segment where
the table resides.

*  sp_helpindex — displaysinformation about a table’'s indexes, including the
segments where the indexes reside.

How Adaptive Server uses segments

When you add a new deviceto adatabase, Adaptive Server placesthe new
devicein adefault pool of space (the database's default and system
segments). This increases the total amount of space available to the
database, but it does not determine which objects occupy that new space.
Any table or index may grow tofill the entire pool of space, leaving critical
tableswith no room for expansion. Several heavily used tablesand indexes
may be placed on a single physical device in the default pool of space,
resulting in poor 1/0 performance.

When you create an object on asegment, the object can useall the database
devicesthat are availablein the segment, but no other devices. You can use
segments to control the space that is available to individual objects.

Thefollowing sections describe how to use segmentsto control disk space
usage and to improve performance.

Controlling space usage

If you assign noncritical objects to a segment, those objects cannot grow
beyond the space available in the segment’s devices. Conversely, if you
assign acritical table to a segment, and the segment’s devices are not
available to other segments, no other objects compete with that table for
space.
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When the devices in a segment become full, you can extend the segment
to include additional devices or device fragments as needed. Segments
also alow you to use threshol ds to warn you when space becomes low on
aparticular database segment.

If you create additional segments for data, you can create new threshold
proceduresfor each segment. See Chapter 17, “Managing Free Space with
Thresholds.”

Improving performance

In alarge, multidatabase or multidrive Adaptive Server environment, you
can enhance system performance by paying careful attention to the
allocation of space to databases and the placement of database objects on
physical devices. Ideally, each database has exclusive use of database
devices, that is, it does not share a physical disk with another database. In
most cases, you can improve performance by placing heavily used
database objects on dedicated physical disks or by splitting large tables
across severa physical disks.

Separating tables, indexes, and logs

Splitting tables

222

Generally, placing atable on one physical device, its nonclustered indexes
on a second physical device, and the transaction log on athird physical
device improves performance. Using separate physical devices (disk
controllers) reduces the time required to read or write to the disk. If you
cannot devote entire devices in thisway, at least restrict all nonclustered
indexes to a dedicated physical device.

Thelog on extension to create database (or sp_logdevice) placesthe
transaction log on a separate physical disk. Use segments to place tables
and indexes on specific physical devices. See” Assigning database objects
to segments’ on page 226.

To improve the overall read performance of atable, split alarge, heavily
used table across devices on separate disk controllers . When alarge table
exists on multiple devices, itismore likely that small, simultaneous reads
take place on different disks.
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You can split atable across devices using these different methods, each of
which requires the use of segments:

e Usetable partitioning.
e |f thetable has a clustered index, use partial loading.

e [f thetable contains text or image datatypes, separate the text chain
from other data.

Partitioning tables

Partitioning a table creates multiple page chains for the table and
distributes those page chains over all the devicesin the table's segment.
Partitioning a table increases both insert and read performance, since
multiple page chains are available for insertions.

Figure 9-2 shows atablethat is split across the two devicesin its segment.

Figure 9-2: Partitioning a table across physical devices

Diskl DISk2
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Table A's segment Table A

Before you can partition atable, you must create the table on a segment
that contains a specified number of devices. See Chapter 1, “Controlling
Physical Data Placement,” in Performance and Tuning Series: Physical
Database Tuning for information about partitioning tables using alter
table.

Partial loading

To split atable with aclustered index, use sp_placeobject with multiple
load commandsto load different parts of the table onto different segments.
Thismethod can bedifficult to execute and maintain, but it does allow you
to split tables and their clustered indexes across physical devices. See
“Placing existing objects on segments” on page 228.
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Separating text and image columns

Adaptive Server stores the data for text and image columns on a separate
chain of data pages. By default, thistext chain is placed on the same
segment as the table's other data. Since reading atext column requires a
read operation for the text pointer in the base table and an additional read
operation on the text page in the separate text chain, placing the text chain
and base table data on a separate physical device can improve
performance. See “ Placing text pages on a separate device” on page 231.

Moving a table to another device

You can also use segments to move a table from one device to another
using the create clustered index command. Clustered indexes, where the
bottom or leaf level of the index contains the actual data, are on the same
segment as the table. Therefore, you can completely move a table by
dropping its clustered index (if one exists), and creating or re-creating a
clustered index on the desired segment. See “ Creating clustered indexes
on segments” on page 231.

Creating segments
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To create a segment in a database:
e Usedisk init to initialize the physical device.

e Usetheon clause to create database or alter database to make the
database device availableto the database. Thisautomatically addsthe
new device to the database’s default and system segments.

Once the database device exists and is avail able to the database, use
sp_addsegment to define the segment in the database.

See Reference Manual: Procedures.

This statement creates the segment seg_mydisk1 on the database device
mydisk1:

sp_addsegment seg mydiskl, mydata, mydiskl
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Changing the scope of segments

When you use segments, you must also manage their scope—the number
of database devices to which each segment points. You can:

«  Extend the scope of a segment by making it point to an additional
device or devices, or

*  Reduce the scope of a segment by making it point to fewer devices.

Extending the scope of segments

You may need to extend a segment if the database object or objects
assigned to the segment run out of space. sp_extendsegment adds database
devicesto an existing segment.

Before you can extend a segment:
¢ The database device must be listed in sysdevices,

e The database device must be avail able to the database you are
extending, and

e The segment name must exist in the current database.

Thefollowing example adds the database device pubs_dev2 to an existing
segment named bigseg:

sp extendsegment bigseg, pubs2, pubs dev2

To extend the default segment in your database, place the word “ default”
in quotes:

sp_extendsegment "default", mydata, newdevice

See Reference Manual: Procedures.

Automatically extending the scope of a segment

If you use alter database to add space on a database device that is new to
the database, the system and default segments are extended to include the
new space. Thus, the scope of the system and default segmentsis extended
each time you add a new device to the database.
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If you use alter database to assign additional space on an existing database
device, all the segments mapped to the existing device are extended to
includethe new device fragment. For example, assumethat you initialized
a4MB device named newdev, allocated 2M B of the deviceto mydata, and
assigned the 2MB to the testseg segment:

alter database mydata on newdev = "2M"
sp_addsegment testseg, mydata, newdev

If you later alter mydata to use the remaining space on newdev, the
remaining space fragment is automatically mapped to thetestseg segment:

alter database mydata on newdev = "2M"

See“A segment tutorial” on page 236.

Reducing the scope of a segment

You may need to reduce the scope of a segment if it includes database
devices that you want to reserve exclusively for other segments. For
example, if you add a new database device that isto be used exclusively
for one table, reduce the scope of the default and system segments so that
they no longer point to the new device.

Use sp_dropsegment to drop a single database device from a segment,
reducing the segment’s scope.

sp_dropsegment drops only the given device from the scope of devices
spanned by the segment. You can also use sp_dropsegment to remove an
entire segment from the database, as described under “ Dropping
segments’ on page 232.

This example removes the database device pubs_dev2 from the scope of
bigseg:

sp_dropsegment bigseg, pubs2, pubs dev2
See Reference Manual: Procedures.

Assigning database objects to segments

Assign new or existing database objects to user-defined segments to:

e Restrict new objects to one or more database devices
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e Placeatable and itsindex on separate devices to improve
performance

e Split an existing object over multiple database devices

Creating new objects on segments

To place anew object on asegment, first create the new segment. You may
also want to change the scope of this segment (or other segments) so that
it points only to the desired database devices. When you add a new
database device to adatabase, it is automatically added to the scope of the
default and system segments.

See“ Creating clustered indexes on segments’ on page 231

After you have defined the segment in the current database, use create
table or create index with the optional on segment_name clause to create
the object on the segment.

See Reference Manual: Procedures.

Example: creating a table Figure 9-3 summarizes the sequence of Transact-SQL commands used to
ggg%”edn?é on separate create tables and indexes on specific physical disks on aserver using 2K
logical page size.
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Figure 9-3: Creating objects on specific devices using segments

Physical devices

Select physical devicesto be - -
used by Adaptive Server. l I l I

Start in master database.—>@ use master

Map Adaptive Server @ disk init disk init
database device nameto > name = "mydisk1", name = "mydisk2",
physical device with physname ="/dev/rxyla", physname ="/dev/rxy2a",
disk init. vdevno =7, vdevno = 8,

size = 2048 size = 1024

Add the devices mydiskl > @ alter database mydata

and mydisk2 to mydata. on mydiskl =4,

mydisk2 =2
Change to mydata _»@ use mydata
database.

Map segment namesto > @ sp_addsegment seg_mydiskl, mydata, mydiskl
database device names. sp_addsegment seg_mydisk2, mydata, mydisk2

Drop devices from the > @ sp_dropsegment "default", mydata, mydiskl

scope of systemand sp_dropsegment system, mydata, mydisk1l

default. sp_dropsegment "default", mydata, mydisk2
sp_dropsegment system, mydata, mydisk2

Create table on one @ create table authors (au_id...) on seg_mydisk1l
segment, and create its create nonclustered index au_index on authors
index on the other (au_id) on seg_mydisk2

segment.

Placing existing objects on segments

sp_placeobject does not remove an object from its allocated segment.
However, it causesall further disk allocation for that object to occur onthe
new segment it specifies.
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Example: splitting a table
and its clustered index
across physical devices

For example, for al further disk allocation for the mytab tableto take place
on bigseg, use:

sp_placeobject bigseg, mytab

sp_placeobject does not move an object from one database device to
another. Any pagesallocated on thefirst device remain allocated; any data
written to the first device remains on the device. sp_placeobject affects
only future space allocations.

After you have used sp_placeobject, if you then execute dbcc checkalloc
you see this message for each object that is split across segments:

Extent not within segment: Object object name, indid
index id includes extents on allocation page
page number which is not in segment segment name.

You can ignore this message.
See Reference Manual: Procedures.

Split large tables across segments that are located on separate disk
controllers to improve performance for high-volume, multiuser
applications.

The order of steps isimportant; in particular, create the clustered index
before you place the table on the second segment.

Figure 9-4 summarizes how to split a table across two segmentson a
server using a 2K logical page size:
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Figure 9-4: Splitting a large table across two segments
Physical devices

Select physical devicesto

be used by Adaptive Server. - -

Start in master database._>® use master

Map Adaptive Server > disk init disk init
database device nameto name = "mydisk1", name = "mydisk2",
physical devicewith disk physname ="/dev/rxyla", physname ="/dev/rxy2e",
init. vdevno =7, vdevno =8,

size = 2048 size = 2048

Add the devices mydiskl > alter database mydata
and mydisk2 to mydata. @ on mydiskl = 4, mydisk2 =4

Change to mydata - @ use mydata

database.

Add a segment on @ sp_addsegment seg_mydiskl, mydata, mydiskl
mydisk1 and another on sp_addsegment seg_mydisk2, mydata, mydisk2
mydisk2. Create athird sp_addsegment seg_bothdisks, mydata, mydisk1
segment, and extend it to sp_extendsegment seg_bothdisks, mydata, mydisk2
span both disks.

Drop devices from the ) @ sp_dropsegment "default”, mydata, mydisk1l

scope of systemand sp_dropsegment system, mydata, mydiskl

default. sp_dropsegment "default”, mydata, mydisk2
sp_dropsegment system, mydata, mydisk2

Create the table and : @ create table authors (au_id & so on) on seg_mydisk1l
clustered index on the create clustered index au_ind on authors (au_id)
segment. on seg_mydiskl

Load half of the rows. _» [use bcp to load half of the rows]

Place the object on the > sp_placeobject segmydisk2, authors
second segment. @ -

Load the rest of the rows._> [use bcp to load the rest of the rows]

Place the table on the — sp_placeobject seg bothdisks, authors
segment that spans both @ PP : 9-

disks.
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Thebal ance of disk allocation may change over timeif thetableisupdated
frequently. To guarantee that the speed advantages are maintained, you
may need to drop and re-create the table.

Placing text pages on a separate device

When you create a table with text or image columns, the datais stored on
a separate chain of text pages. A table with text or image columns has an
additional entry in sysindexes for the text chain, with the name column set
to the name of the table preceded by theletter “t” and an indid of 255. Use
sp_placeobject to store the text chain on a separate device, giving both the
table name and the name of the text chain from sysindexes:

sp_placeobject textseg, "mytab.tmytab"

Note By default, a chain of text pagesis placed on the same segment as
itstable. After you execute sp_placeobject, pages that were previously
written on the old device remain all ocated, but al new alocations take
place on the new segment.

If you want the text pages to be on a particular segment, first create the
table on that segment (allocating the initial extent on that segment), then
create a clustered index on the table to move the rest of the datato the
segment.

Creating clustered indexes on segments

Thebottom, or leaf level, of aclustered index containsthe data. Therefore,
atable and its clustered index are on the same segment. If you create a
table on one segment and its clustered index on a different segment, the
table migrates to the segment where you created the clustered index. This
provides a quick and easy way to move atable to other devicesin your
database.

See create index in the Reference Manual: Commands.

This example creates a clustered index, without specifying the segment
name, using atable on the new_space segment (see “ A segment tutorial”
on page 236 for the steps to create this table):

create clustered index mytabl cix
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on mytabl (cl)

sp_helpsegment new space

segment name status

""" 3 newepace 0

device size free pages

newdevice s 1523

total size total pages free pages wused pages reserved pages
s 1536 1530 s 0

If you have placed atable on a segment, and you must create a clustered
index, usethe on segment_name clause, or the table migratesto the default
segment.

Dropping segments

232

Whenyou usesp_dropsegment with only asegment name and the database
name, the named segment is dropped from the database. However, you
cannot drop a segment as long as database objects are still assigned to it.
You must first assign the objects to another segments or drop the objects,
then drop the segment.

You cannot completely drop the default, system, or log segment from a
database. A database must have at least one default, system, and log
segment. You can, however, reduce the scope of these segments—see
“Reducing the scope of a segment” on page 226.

Note Dropping a segment removes its name from the list of segmentsin
the database, but it does not remove database devices from the allocation
for that database, nor does it remove objects from devices.

If you drop all segments from adatabase device, the spaceis still allocated
to the database but cannot be used for database objects. dbcc checkeatalog
reports “Missing segment in Sysusages segmap.” To make a device
available to a database, use sp_extendsegment to map the deviceto the
database’s default segment:
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sp_extendsegment "default", dbname, devname

See Reference Manual: Procedures.

Getting information about segments

These system procedures provide information about segments:

e sp_helpsegment —lists the segmentsin a database or displays
information about a particular segment in the database.

e sp_helpdb — displays information about the relationship between
devices and segments in a database.

e sp_help and sp_helpindex — display information about tables and
indexes, including the segment to which the object is assigned.

sp_helpsegment

sp_helpsegment, when used without an argument, displays information
about all of the segments in the database where you execute it:

sp_helpsegment
segment name status

0 system 0
1 default 1
2 logsegment 0
3 segl 0
4 seg2 0

Specify the segment name as an argument for information about a
particular segment. Use quotes when requesting information about the
default segment:

sp_helpsegment "default"
This example displays information about seg1:
sp_helpsegment segl

segment name status
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sp_helpdb

user datal0
user datall
user datal2

table name

customer

total size

customer

total pages free pages

free pages

Execute sp_helpdb within a database, and specify the database's name to
see information about the segmentsin the database.

For example:
sp_helpdb pubs2
name db size owner dbid created status
pubs2 20.0 MB sa 4 Apr 25, 2005 select

into/bulkcopy/pllsort,

trunc log on chkpt,

created

data and log Apr 13 2005
data and log Apr 13 2005

device fragments size usage
master 10.0MB

pubs 2 dev 10.0MB

device segment
master default
master logsegment
master system
pubs_2 dev default
pubs 2 dev logsegment
pubs_2 dev system
pubs 2 dev segl

pubs 2 dev seg2
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mixed log and data

free kbytes

1792
9888
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sp_help and sp_helpindex

Executesp_help and sp_helpindex inadatabase, and specify atable’ sname
to see information about which segments store the table or itsindexes.

For example:
sp_helpindex authors

index name index keys 1index description index max rows per page
index fillfactor index reservepagegap index created
index local

auidind au_id clustered,unique 0
0 0 Apr26 2005 4:04PM
Global Index
aunwind au_lname,au_fname nonclustered,unique 0
0 0 Apr26 2005 4:04PM

Global Index
(2 rows affected)

index ptn name index ptn seg
auidind 400001425 default
aunmind 400001425 default

Segments and system tables

Three system tables store information about segments: master..sysusages
and two system tablesin the user database, sysindexes and syssegments.
sp_helpsegment uses these tables and finds the database device namein
sysdevices.

When you allocate a device to a database with create database or alter
database, Adaptive Server adds a row to master..sysusages. The segmap
columnin sysusages provides bitmaps to the segmentsin the database for
each device.

create database also creates the syssegments table in the user database
with these default entries:

segment name status
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0 system 0
1 default 1
2 logsegment 0

Executing sp_addsegment:
* Addsanew row to the syssegments table in the user database, and
e Updatesthe segmap in master..sysusages.

When you create atable or an index partition, Adaptive Server adds anew
row to sysindexes. The segment column in that table stores the segment
number, showing where the server alocates new space for the object. If
you do not specify asegment name when you create the object, it is placed
on the default segment; otherwise, it is placed on the specified segment.

If you create atable containing text or image columns, asecond row isalso
added to sysindexes for the linked list of text pages; by default, the chain
of text pagesis stored on the same segment asthetable. An example using
sp_placeobject to put the text chain on its own segment isincluded in “A
segment tutorial” on page 236.

The name from syssegments isused in create table and create index
statements. The status column indicates which segment is the default
segment.

Note See“System tables that manage space allocation” on page 166 for
more information about the segmap column and the system tables that
manage storage.

A segment tutorial

236

Thistutorial shows how to create a user segment and how to remove al
other segment mappings from the device. The examplesin this section
assume a server using 2K logical page sizes.

When you are working with segments and devices, remember that:

» If you assign space in fragments, each fragment has an entry in
sysusages.
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e Whenyou assign an additional fragment of adeviceto adatabase, all
segments mapped to the existing fragment are mapped to the new
fragment.

e If you use alter database to add space on adevice that is new to the
database, the system and default segments are automatically mapped
to the new space.

Thetutorial begins with a new database, created with one device for the
database objects and another for the transaction log:

create database mydata on bigdevice = "S5M"
log on logdev = "4M"

Now, if you use mydata, and run sp_helpdb, you see:

sp_helpdb mydata

name db_size owner dbid created status

nydata o0 M8 sa 5 May 27, 2005 no options set
device fragments size usage created free kbytes
bigdevice 5.0 MB data only May 25 2005 3:42PM 3650
logdev 4.0 MB 1log only May 25 2005 3:42PM not applicable

log only free kbytes = 4078

device segment
bigdevice default
bigdevice system
logdev logsegment
(return status = 0)

Likeall newly created databases, mydata has the segments named default,
system, and logsegment. Because create database used log on, the
logsegment ismapped to itsown device, logdev, and the default and system
segments are both mapped to bigdevice.

If you add space on the same database devices to mydata, and run
sp_helpdb again, you see entries for the added fragments:

use master

alter database mydata on bigdevice = "2M"
log on logdev = "1M"

use mydata

sp_helpdb mydata
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name db size owner dbid created status
mydata 12.0 MB sa 4 May 25, 2005 no options set
device fragments size usage created free kbytes
bigdevice 5.0 MB data only May 25 2005 3:42PM 2048
logdev 4.0 MB data only May 25 2005 3:42PM not applicable
data only 2.0 MB log only May 25 2005 3:55PM 2040
log only 1.0 MB log only May 25 2005 3:55PM not applicable
log only free kybytes = 5098
device segment
bigdevice default
bigdevice system
logdev logsegment
Always add log space to | og space and data space to data space. Adaptive
Server instructsyou to usewith override if you try to allocate asegment that
isalready inusefor datato thelog, or vice versa. Remember that segments
are mapped to entire devices, and not just to the space fragments. If you
change any of the segment assignments on a device, you make the change
for al of the fragments.
The following exampl e alocates a new database device that has not been
used by mydata:
use master
alter database mydata on newdevice = 3
use mydata
sp_helpdb mydata
name db_size owner dbid created status
mydata 15.0 MB sa 5 May 25, 2005 no options set
device fragments size usage created free kbytes
bigdevice 5.0 MB data only May 25 2005 3:42PM 3650
logdev 4.0 MB log only May 25 2005 3:42PM not applicable
bigdevice 2.0 MB data only May 25 2005 3:55PM 2040
logdev 1.0 MB log only May 25 2005 3:55PM not applicable
newdevice 3.0 MB data only May 26 2005 11:59AM 3060
log only free kbytes = 5098
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device
bigdevice
bigdevice
logdev
newdevice
newdevice

segment

default
system
logsegment
default
system

The following example creates a segment called new_space on

newdevice:

sp_addsegment new space, mydata, newdevice

Here isthe portion of the sp_helpdb report which lists the segment

mapping:

bigdevice
bigdevice
logdev

newdevice
newdevice
newdevice

segment

default
system
logsegment
default
new_space
system

The default and system segments are still mapped to newdevice. If you are
planning to use new_space to store a user table or index for improved
performance, and you want to ensure that other user objects are not stored
on the device by default, reduce the scope of default and system with

sp_dropsegment:

sp_dropsegment system, mydata, newdevice
sp_dropsegment "default", mydata, newdevice

You must include the quotes around “ default”; it is a Transact-SQL

reserved word.

Here isthe portion of the sp_helpdb report that shows the segment

mapping:

bigdevice
bigdevice
logdev

newdevice
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Only new_space is now mapped to newdevice. Users who create objects
can use on new_space to place atable or index on the device that
corresponds to that segment. Since the default segment is not pointing to
that database device, userswho create tablesand indexes without using the
on clause are not placing them on your specially prepared device.

If you use alter database on newdevice again, the new space fragment
acquiresthe same segment mapping as the existing fragment of that device
(that is, the new_space segment only).

At this point, if you use create table and name new_space as the segment,
you get results like these from sp_helpsegment:

create table mytabl (cl int, c2 datetime)
on new_space

sp_helpsegment new space

segment name status
""" 3 newspace o0
device size free pages
e e T .

Objects on segment ‘new space’:
table name index name indid partition name

mytabl mytabl 0 mytabl 400001425

Objects currently bound to segment ‘new space’:

table name index name indid
total size total pages free pages wused pages reserved pages
3.0MB 1536 1523 13 0
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Update activity against atable can eventually lead to inefficient utilization
of space and reduced performance; use the reorg to command reorganize

the use of table space, and improve, performance.

Topic Page
reorg command and its parameters 241
Moving forwarded rows to home pages 243
Reclaiming unused space from deletions and updates 244
Reclaiming unused space and undoing row forwarding 245
Rebuilding atable 246
Using the reorg rebuild command on indexes 248
resume and time options for reorganizing large tables 250

reorg command and its parameters

reorg is useful when:

e A large number of forwarded rows causes extral/O during read

operations.

* Inserts and serializable reads are slow because they encounter pages

with noncontiguous free space that must be reclaimed.

e Largel/O operations are slow because of low cluster ratios for data

and index pages.

*  sp_chgattribute has been used to change a space management setting
(reservepagegap, fillfactor, or exp_row_size) and the changeisto be
applied to all existing rows and pages in atable, not just to future

updates.

The reorg command includes four parameters for carrying out different

types and levels of reorganization:

e reorg forwarded_rows undoes row forwarding.
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reorg reclaim_space reclaimsunused space | eft on apage asaresult of
deletions and row-shortening updates.

reorg compact both reclaims space and undoes row forwarding.

reorg rebuild undoes row forwarding, reclaims unused page space,
and:

» Rewritesall rowsto accord with atable'sclustered index, if it has
one

»  Rewrites space for data and index partitions.
e Worksonindividual partitions.

e Writesrows to data pages to accord with any changes madein
space management settings through sp_chgattribute

» Dropsand re-creates all indexes belonging to the table

Consider the following before running reorg rebuild:

reorg rebuild holds an exclusive table lock for itsentire duration. On a
large table this may be a significant amount of time. However, reorg
rebuild doeseverything that dropping and re-creating aclustered index
does and takes less time. In addition, reorg rebuild rebuilds the table
using al of the table's current space management settings. Dropping
and re-creating an index does not use the space management setting
for reservepagegap.

In most cases, reorg rebuild requires additional disk space equal to the
size of the tableit is rebuilding and its indexes.

The following restrictions hold:

The table specified in the command, if any, must use either the
datarows locking or datapages locking scheme.

You must be asystem administrator or the object owner to issuereorg.

You cannot issue reorg within atransaction.

Using the optdiag utility to assess the need for areorg

To assess the need for running reorg, use statistics from the systabstats
tableand the optdiag utility. systabstats contains statistics on the utilization
of table space, while optdiag generates reports based on statistics in both
systabstats and the sysstatistics table.

242
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For information on the systabstats table, see Chapter 2, “ Satistics Tables
and Displaying Statistics with optdiag” in the Performance and Tuning
Series: Physical Database Tuning. For information about optdiag, see the
Utility Guide.

Moving forwarded rows to home pages

If an update makes arow too long to fit on its current page, the row is
forwarded to another page. A reference to the row is maintained on its
original page, the row’s home page, and all access to the forwarded row
goesthrough thisreference. Thus, it alwaystakestwo page accessesto get
to aforwarded row. If a scan needsto read alarge number of forwarded
pages, the 1/Os caused by extra page accesses slow performance.

reorg forwarded_rows undoes row forwarding by either moving a
forwarded row back to its home page, if there is enough space, or by
deleting the row and reinserting it in a new home page. If the table spans
partitions, you can specify the partition with the partition_name
parameter.

You can display statistics on the number of forwarded rowsin atable by
guerying systabstats and using optdiag.

The syntax for reorg forwarded_rows is:

reorg forwarded_rows table _name partition partition_name
[with {resume, time = no_of_minutes}]

For information about the resume and time options, see “resume and time
options for reorganizing large tables’ on page 250.

reorg forwarded_rows does not apply to indexes, because indexes do not
have forwarded rows.
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Using reorg compact to remove row forwarding

reorg forwarded_rows uses allocation page hints to find forwarded rows.
Because it does not have to search an entire table, this command executes
quickly, but it may miss some forwarded rows. After running reorg
forwarded_rows, you can evaluate its effectiveness by using optdiag and
checking “Forwarded row count.” If “Forwarded row count” is high, you
can then run reorg compact, which goes through atable page by page and
undoes al row forwarding.

Reclaiming unused space from deletions and updates

244

When atask performs a delete operation, or an update that shortens row
length, the empty spaceis preserved in case the transaction isrolled back.
If atableis subject to frequent deletions and row-shortening updates,
unreclaimed space may accumulate to the point that it impairs
performance.

reorg reclaim_space reclaims unused space |eft by deletions and updates.
On each page that has space resulting from committed deletion or
row-shortening updates, reorg reclaim_space rewrites the remaining rows
contiguously, leaving all the unused space at the end of the page. If there
are no remaining rows, reorg reclaim_space deallocates the page.

If the table extends over a partition, or severa partitions, reclaim any
available space on the partition by specifying partition _name.

You can display statistics on the number of unreclaimed row deletionsin
atable from the systabstats table and by using the optdiag utility. Thereis
no direct measure of how much unused space there is as aresult of
row-shortening updates.

If you specify only atable name, only the table’s data pages are
reorganized to reclaim unused space; in other words, indexes are not
affected. If you specify an index name, only the pages of the index are
reorgani zed. If you specify apartition, only the part of thetabl e that resides
on that partition is affected.

See “resume and time options for reorganizing large tables’ on page 250.
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Reclaming space without the reorg command
These activities reclaim or reorganize space in atable on a page-by-page
basis:
e Inserts, when encountering a page that would have enough room if it
reclaimed unused space
e Theupdate statistics command (for index pages only)
e Re-creating clustered indexes

«  Thehousekeeper garbage collection task, if enable housekeeper GCis
set to 1 or more

Each of these has limitations and may be insufficient for use on alarge
number of pages. For example, inserts may execute more slowly when
they need to reclaim space, and may not affect many pages with space that
can be reorganized. Space reclamation under the housekeeper garbage
collection task compacts unused space, but a single housekeeper garbage
collection task that runs at user priority may not reach every page that
needsit.

Reclaiming unused space and undoing row forwarding

reorg compact combines the functions of reorg reclaim_space and
reorg forwarded_rows. Use reorg compact when;

e You do not need to rebuild an entire table (reorg rebuild); however,
both row forwarding and unused space from del etions and updates
may be affecting performance.

e Thereare alarge number of forwarded rows. See “Using reorg
compact to remove row forwarding” on page 244.

If you specify apartition, only the part of the table that resides on that
partition is affected.

See “resume and time options for reorganizing large tables” on page 250.
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Rebuilding a table
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Use reorg rebuild when:

» Largel/Oisnot being selected for queries where it is usually used,
and optdiag shows a low cluster ratio for data pages, data rows, or
index pages.

*  Youused sp_chgattribute to change one or more of the exp_row_size,
reservepagegap, Or fillfactor space management settings and you want
the changes to apply not only to future data, but also to existing rows
and pages. For information about sp_chgattribute, see the Reference
Manual: Procedures.

If atable needsto berebuilt because of alow cluster ratio, it may aso need
to have its space management settings changed (see “ Changing space
management settings before using reorg rebuild” on page 247).

If reorg rebuild finds that the current table is used by another session, it
aborts the entire transaction.

reorg rebuild uses atable’s current space management settings to rewrite
the rowsin the table according to the table's clustered index, if it has one.
All indexes on thetable are dropped and re-created using the current space
management values for reservepagegap and fillfactor. After arebuild, a
table has no forwarded rows and no unused space from deletions or
updates.

When you run it against atable and a partition, reorg rebuild performsthe
following:

* Takesan exclusivetable lock
» Copiesdatafrom old to new pages
» Deadlocates old data pages

» Locks system tables for updates (including sysindexes, sysobjects,
syspartitions, and systabstats)

» Rebuilds clustered and nonclustered indexes against new data pages
»  Commitsall open transactions

» Releaseslocks on system tables
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If thetableislarge and has several indexes, the locks for updating system
tables can be held for along time and may block processesfrom accessing
information in the system tables for the user tables on which you are
running reorg. However, systabstats doesnot impact this blocking because
itisalready datarow-locked.

reorg rebuild buildsthe clustered index using the with sorted data option, so
the data does not have to be re-sorted during this index build.

Prerequisites for running reorg rebuild
Before you run reorg rebuild on atable:
*  Set the database option select into/bulkcopy/plisort to true.

« Determineif your table uses a datapages locking or datarows locking
scheme.

* Makesurethat additional disk space, equal to the size of the table and
itsindexes, is available.

To set select into/bulkcopy/plisort to true, enter:

1> use master
2> go
1> sp_ dboption pubs2,
"select into/bulkcopy/pllsort", true
2> go

Following arebuild on atable:

e You must dump the database containing the table before you can
dump the transaction log.

« Distribution statistics for the table are updated.

« All stored procedures that reference the table are recompiled the next
time they are run.

Changing space management settings before using reorg rebuild

When reorg rebuild rebuilds atable, it rewrites all table and index rows
according to the table's current settings for reservepagegap, fillfactor, and
exp_row_size. These propertiesall affect how quickly inserts cause atable
to become fragmented, as measured by alow cluster ratio.
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If it appears that atable quickly becomes fragmented and must be rebuilt
too fregquently, you may need to change the table’'s space management
settings before you run reorg rebuild.

Use sp_chgattribute to change the space management settings (see the
Reference Manual: Procedures). For reference information about
sp_chgattribute, see the Reference Manual: Commands, and for additional
detailed information about space management, see Chapter 3, “ Setting
Space Management Properties’ in the Performance and Tuning Series:
Physical Database Tuning.

Using the reorg rebuild command on indexes

Thereorg rebuild command allows you to rebuild indexes, while the table
itself remains accessible for read and update activities.

Rebuilding indexes with reorg rebuild index_name partition_name

248

Rebuilding asingletable or partition index rewritesall index rowsto new
pages. Thisimproves performance by:

* Improving clustering of the leaf level of the index

» Applying stored values for the fillfactor on the index, which can
reduce page splits

» Applying any stored value for reservepagegap, which can help
reserve pages for future splits

To reduce contention with users whose queries must use the index, reorg
rebuild locks asmall number of pages at atime. Rebuilding anindex isa
series of independent transactions, with some independent, nested
transactions. Approximately 32 pages are rebuilt in each nested
transaction, and approximately 256 pages are rebuilt in each outer
transaction. Address locks are acquired on the pages being modified and
are released at the end of the top action. The pages deallocated in a
transaction are not available for reuse until the next transaction begins.
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If the reorg rebuild command stops running, the transactions that are
already committed are not rolled back. Therefore, the part that has been
reorganized is well-clustered with desired space utilization, and the part
that has not been reorganized is the same as it was before you ran the
command. The index remainslogically consistent.

Note Rebuilding the clustered index does not affect the data pages of the
table. It only affectsthe leaf pagesand higher index levels. Non-leaf pages
above level 1 are not rebuilt.

Space requirements for rebuilding an index

If you do not specify fill_factor or reservepagegap, rebuilding an index
reguires additional space of approximately 256 pages, or lessin the data
segment. The amount of log space required is larger than that required to
drop the index and re-create it using create index, but it should be only a
small fraction of the actual index size. The more additional free spaceis
available, the better the index clustering will be.

Note reorg rebuild may not rebuild those parts of theindex that are already
well clustered and use an acceptable space utilization.

Status messages

Running reorg rebuild indexname on alarge table may take along time.
Periodic status messages appear; starting and ending messages are written
totheerror log and to the client processthat isexecuting reorg. In-progress
messages appear only on the client.

A statusreporting interval is calculated as either 10 percent of the pagesto
be processed or 10,000 pages, whichever islarger. When this number of
pages is processed, a status message prints. Therefore, no more than 10
messages are printed, regardless of the size of the index. Status messages
for existing reorg commands print more frequently.
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resume and time options for reorganizing large tables

Usetheresume and time options of the reorg command when reorganizing
an entire table would take too long and interfere with other database
activities. time allows you to run areorg for a specified length of time.
resume alowsyou to start areorg at the point in atable where the previous
reorg finished. In combination, the two options alow you to reorganize a
large table by running a series of partial reorganizations (for example,
during offhours).

resume and time are not available with reorg rebuild.

Specifying no_of_minutes in the time option

Theno_of minutes argument in thetime option refers to elapsed time, not
CPU time. For example, to run reorg compact for 30 minutes, beginning
where a previous reorg compact finished, enter:

reorg compact tablename with resume, time=30

If the reorg process goesto sleep during any part of the 30 minutes, it still
counts as part of the elapsed time and does not add to the duration of the
reorg.

When the amount of time specified has passed, reorg saves stati stics about
the portion of the table or index that was processed in the systabstats table.
Thisinformation is used as the restart point for areorg with the resume

option. Therestart pointsfor each of the three parametersthat take resume
and time options are maintained separately. You cannot, for example, start
with reorg reclaim_space and then resume the process using reorg compact.

If you specify no_of minutes, and reorg arrives at the end of atable or an
index before the time is up, it returns to the beginning of the object and
continues until it reachesitstime limit.

Note resume andtime allow you to reorganize an entiretable or index over
multiple runs. However, if there are updates between reorg runs, some
pages may be processed twice and some pages may not be processed at all.
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What is the database consistency checker?

The database consistency checker (dbcc) provides commands for

checking the logical and physical consistency of a database. dbcc checks:

Page linkage and data pointersat both the page level and therow level

using checkstorage or checktable and checkdb

Pageallocation using checkstorage, checkalloc, checkverify, tablealloc,

textalloc, and indexalloc

For consistency within and between the system tables in a database

with checkcatalog
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dbcc checkstorage storesthe results of checksin the dbccdb database. You
can print reports from dbcedb using the dbcc stored procedures.

Use the dbcc commands;

e Aspart of regular database maintenance—theintegrity of the internal
structures of a database depends upon the system administrator or
database owner running database consistency checks on aregular
basis.

e Todetermine the extent of possible damage after a system error has
occurred.

» Before backing up a database for additional confidencein the
integrity of the backup.

» I you suspect that a database is damaged. For example, if using a
particular table generates the message “ Table corrupt,” you can use
dbcc to determine if other tablesin the database are also damaged.

If you are using Component I ntegration Services, thereare additional dbcc
commands you can use for remote databases. See the Component
Integration Services Users Guide.

Page and object allocation

252

When you initialize a database device, the disk init command divides the
new spaceinto allocation units. The size of the allocation unit depends on
the size of the logical pages your server uses (2, 4, 8, or 16K). The first
page of each allocation unit isan allocation page, which tracks the use of
all pagesin the allocation unit. Allocation pages have an object ID of 99;
they are not real database objects and do not appear in system tables, but
dbcc errors on allocation pages report this value.

When atable of an indexed partition requires space, Adaptive Server
allocates a block of 8 pages to the object. This 8-page block iscalled an
extent. Each allocation unit contains 32 extents. The size of the extent also
depends on the size of the server logical pages. Adaptive Server uses
extents as a unit of space management to allocate and deall ocate space as
follows:

*  When you create atable of an index partition, Adaptive Server
allocates an extent for the object.
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e When you add rows to an existing table, and the existing pages are
full, Adaptive Server allocates another page. If al pagesin an extent
are full, Adaptive Server allocates an additional extent.

e When you drop atable of an indexed partition, Adaptive Server
deallocates the extents it occupied.

*  When you delete rows from atable so that it shrinks by a page,
Adaptive Server deallocates the page. If the table shrinks off the
extent, Adaptive Server deallocates the extent.

Every time spaceisallocated or deallocated on an extent, Adaptive Server
records the event on the allocation page that tracks the extents for that
object. This provides a fast method for tracking space allocations in the
database, since objects can shrink or grow without excess overhead.

Figure 11-1 shows how data pages are set up within extents and all ocation
unitsin Adaptive Server databases.
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Figure 11-1: Page management with extents
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dbce checkalloc checksall alocation pages (page 0 and all pagesdivisible
by 256) in a database and reports on the information it finds. dbcc
indexalloc and dbcc tablealloc check the allocation of specific database

objects.
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Understanding the object allocation map (OAM)

Each table and index on atable hasan obj ect allocation map (OAM). The
OAM is stored on pages allocated to the table or index and is checked
when anew pageisneeded for theindex or table. A single OAM page can
hold allocation mapping for between 2,000 and 63,750 data or index
pages. Each OAM pageisthe size of onelogica page size. For example,
onaserver using alogical page size of 4K, each OAM page is4K.

Thenumber of entries per OAM page also dependsonthelogical pagesize
the server is using. The following table describes the number of OAM
entries for each logical page size:

2K logical 4K logical 8K logical 16K logical
page size page size page size page size
250 | 506 | 1018 | 2042

The OAM pages point to the all ocation page for each allocation unit where
the object uses space. The allocation pages, in turn, track the information
about extent and page usage within the allocation unit. In other words, if

thetitles tableis stored on extents 24 and 272, the OAM page for thetitles
table points to pages 0 and 256.

Figure 11-2 shows an object stored on 4 extents, numbered 0, 24, 272 and
504 for aserver that uses 2K logical pages. The OAM is stored on thefirst
page of the first segment. In this case, since the all ocation page occupies
page 0, the OAM islocated on page 1.

This OAM points to two allocation pages. page 0 and page 256.

These allocation pages track the pages used in each extent used by all
objects with storage space in the allocation unit. For the object in this
example, it tracksthe all ocation and deall ocation of pageson extentsO0, 24,
272, and 504.
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Figure 11-2: OAM page and allocation page pointers
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dbce checkalloc and dbcc tablealloc examine this OAM page information,
in addition to checking pagelinkage, asdescribed in “ Understanding page
linkage” on page 257.
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Understanding page linkage
After apage has been allocated to atable of anindexed partition, that page
islinked with other pages used for the same object. Figure 11-3 illustrates
thislinking. Each page contains a header that includes the number of the
page that precedesit (“prev”) and of the page that followsiit (“next”).
When anew page is alocated, the header information on the surrounding
pages changes to point to that page. dbcc checktable and dbcc checkdb
check page linkage. dbcc checkalloc, tablealloc, and indexalloc compare
page linkage to information on the allocation page.

Figure 11-3: How a newly allocated page is linked with other pages
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What checks can be performed with dbcc?

Table 11-1 summarizes the checks performed by the docc commands.
Table 11-2 on page 273 compares the different dbcc commands.

Table 11-1: Comparison of checks performed by dbcc commands
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Index consistency X | X
Index sort order X | X
OAM page entries X | X | X |X|X|X
Page alocation X X | X |X X
Page consistency X | X |X
Pointer consistency X | X |X
System tables X | X2
Text column chains X | X |X X
Text valued columns X | X [X x3

Liextalloc does not check the allocation status for data pages holding
columns, but does check the all ocation status for text pages.

2textalloc checks the syspartition entry corresponding to the text or image

column.

3 textalloc checks:

»  The data page that holds the text valued columns

» Thetext pagein which it saves the text values.

Note You can run all dbcc commands except dbrepair and checkdb with

the fix option while the database is active.

Only the table owner can execute dbcc with the checktable, fix_text, or
reindex keywords. Only the database owner can use the checkstorage,
checkdb, checkcatalog, checkalloc, indexalloc, textalloc, and tablealloc

keywords. Only a system administrator can use the dbrepair keyword.

Understanding the output from dbcc commands

dbcc checkstorage stores its resultsin the dbccdb database. You can print
avariety of reports from this database. See “ dbcc checkstorage” on page

258

260.
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The output of most other dbcc commands includes information that
identifies the objects being checked, and error messages that indicate any
problems the command finds in the object. When you run dbcc tablealloc
and dbcc indexalloc with fix, the output also indicates the repairs that the
command makes.

The following example shows dbcc tablealloc output for a table with an
alocation error:

dbcc tablealloc (rrtab)

The default report option of OPTIMIZED is used for this run.

The default fix option of FIX is used for this run.

R R R R R R R RS RS SRR R R R R R R R R R R RS EE SRS EEEEEEEEEEEEEEEEEEEEEEEEEES

TABLE: rrtab OBJID = 416001482

PARTITION ID=432001539 FIRST=2032 ROOT=2040 SORT=1

Data level: indid 1, partition 432001539. 2 Data pages allocated and 2 Extents
allocated.

Indid : 1, partition : 432001539. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=448001596 FIRST=2064 ROOT=2072 SORT=1

Data level: indid 1, partition 448001596. 2 Data pages allocated and 2 Extents
allocated.

Indid : 1, partition : 448001596. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=480001710 FIRST=2080 ROOT=2080 SORT=0

Indid : 2, partition : 480001710. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=496001767 FIRST=2096 ROOT=2096 SORT=0

Indid : 2, partition : 496001767. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=512001824 FIRST=2112 ROOT=2112 SORT=0

Indid : 3, partition : 512001824. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=528001881 FIRST=2128 ROOT=2128 SORT=0

Indid : 3, partition : 528001881. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=544001938 FIRST=680 ROOT=680 SORT=0

Indid : 4, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

TOTAL # of extents = 18

Alloc page 1792 (# of extent=2 used pages=2 ref pages=2)
Alloc page 1792 (# of extent=2 used pages=3 ref pages=3)
Alloc page 1792 (# of extent=1 used pages=1 ref pages=1)
Alloc page 2048 (# of extent=1 used pages=1 ref pages=1)
Alloc page 1792 (# of extent=1 used pages=1 ref pages=1)
Alloc page 2048 (# of extent=1 used pages=2 ref pages=2)
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Alloc
Alloc
Alloc
Alloc
Alloc
Alloc
Total

page
page
page
page
page
page

2048 (# of extent=2 used pages=3 ref pages=3)
2048 (# of extent=2 used pages=2 ref pages=2)
2048 (# of extent=2 used pages=2 ref pages=2)
2048 (# of extent=2 used pages=2 ref pages=2)

256 (# of extent=1 used pages=1 ref pages=1)
512 (# of extent=1 used pages=1 ref pages=1)

(# of extent=18 used pages=21 ref pages=21) in this database
DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role..

Checking consistency of databases and tables

The dbcc commands for checking the consistency of databases and tables
are:

e  dbcc checkstorage
¢ dbcc checktable

. dbcc checkdb

dbcc checkstorage
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Use dbce checkstorage to check:

» Allocation of text valued columns

e Pageallocation and consistency

 OAM page entries

 An OAM pagefor each partition exists

e Pointer consistency

*  Text-valued columns and text-column chains

dbcc checkstorage runs checks against the database on disk. If acorruption
isonly in memory, dbcc checkstorage may not detect the corruption. To
ensure consistency between two dbcc checkstorage runs, execute
checkpoint before running dbcc checkstorage. However, doing this may
turn atransient memory corruption into a disk corruption.
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Advantages of using dbcc checkstorage

dbcc checkstorage:

Combines many of the checks provided by the other dbcc commands

Doesnot lock tables or pagesfor extended periods, which allowsdbcc
to locate errors accurately while allowing concurrent update activity

Scales linearly with the aggregate /O throughput

Separates the functions of checking and reporting, which allows
custom evaluation and report generation

Provides a detailed description of space usage in the target database

Recordsdbcc checkstorage activity and resultsin thedbccdb database,
which allows trend analysis and provides a source of accurate
diagnostic information

Comparison of dbcc checkstorage and other dbcc commands

dbce checkstorage is different from the other dbcc commandsin that it
requires:

The dbcedb database to store configuration information and the
results of checks made on the target database. However, you can run
dbcc checkstorage from any database.

At least two workspaces to use during the check operation. See
“dbcedb Tables” in the Reference Manual: Tables.

System and stored proceduresto help you prepare your system to use
dbcc checkstorage and to generate reports on the data stored in
dbccdb.

dbcc checkstorage does not repair any faults. After you run dbcc
checkstorage and generate areport to see the faults, you can run the
appropriate docc command to repair the faults.

Understanding the dbcc checkstorage operation

The dbce checkstorage operation consists of the following steps:
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1 Inspection —dbcc checkstorage uses the device allocation and the
segment definition of the database being checked, and the max worker
processing and named cache configuration parametersto determine
the level of parallel processing that can be used. dbcc checkstorage
also usesthe configuration parameters max worker processes and dbcc
named cache to limit the level of parallel processing that can be used.

2 Planning — dbcc checkstorage generates a plan for executing the
operation that takes advantage of the parallelism discovered in step 1.

3 Executionand optimization—dbcc checkstorage uses Adaptive Server
worker processesto perform parallel checking and storage analysis of
the target database. It attempts to equalize the work performed by
each worker process and consolidates the work of under-utilized
worker processes. As the check operation proceeds, dbcc
checkstorage extends and adjusts the plan generated in step 2 to take
advantage of the additional information gathered during the check
operation.

4 Reporting and control — during the check operation, dbcc
checkstorage recordsin the dbccdb database all the faultsit findsin
the target database for |later reporting and evaluation. It also records
the results of its storage analysisin dbccdb. When dbcc checkstorage
encounters afault, it attempts to recover and continue the operation,
but ends operations that cannot succeed after the fault. For example,
adefective disk does not cause dbcc checkstorage to fail; however,
check operations performed on the defective disk cannot succeed, so
they are not performed.

If another session performsdrop table concurrently, docc checkstorage
might fail in the initialization phase. If this happens, run dbcc
checkstorage again when the drop table processis finished.

Note See the Troubleshooting and Error Message Guide for information
about dbcc checkstorage error messages.
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Performance and scalability

dbcc checktable

dbcc checkstorage scales linearly with aggregate 1/0 throughput for a
substantial performance improvement over dbcc checkalloc. The scaling
property of dbcc checkstorage meansthat if the database doublesin size
and the hardware doublesin capacity (realizable 1/0 throughput), thetime
required for a dbcc check remains unchanged. Doubling the capacity
would typically mean doubling the number of disk spindlesand providing
sufficient additional 1/0 channel capacity, system bus capacity, and CPU
capacity to realize the additional aggregate disk throughput.

Most of the checks performed by using dbcc checkalloc and dbcc checkdb,
including text column chain verification, are achieved with a single check
when you use dbcc checkstorage, thereby eliminating redundant check
operations.

dbcc checkstorage checks the entire database, including unused pages, so
execution time is relative to database size. Therefore, when you use dbcc
checkstorage, thereis not alarge difference between checking a database
that is nearly empty and checking one that is nearly full, as thereiswith
the other dbcc commands.

Unlike the other dbcc commands, the performance of dbcc checkstorage
does not depend heavily on data placement. Therefore, performanceis
consistent for each session, even if the data placement changes between
Sessions.

Because dbcc checkstorage does extrawork to set up the parallel operation
and recordslarge amounts of datain dbccdb, the other dbcc commands are
faster when the target database is small.

The location and allocation of the workspaces used by dbcc checkstorage
can affect performance and scalability. See “dbcedb Tables” in the
Reference Manual: Tables.

To run dbcc checkstorage and one of the system procedures for generating
reports with a single command, use sp_dbcc_runcheck.

dbcc checktable checks the specified table to see that:
* Index and data pages are linked correctly

e Indexes are sorted properly
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* Pointers are consistent
e All indexes and data partitions are correctly linked

» Datarows on each page have entries in the row-offset table; these
entries match the locations for the data rows on the page

» Partition statistics for partitioned tables are correct

The skip_ncindex option allows you to skip checking the page linkage,
pointers, and sort order on nonclustered indexes. The linkage and pointers
of clustered indexes and data pages are essential to the integrity of your
tables. You can drop and re-create nonclustered indexesif Adaptive Server
reports problems with page linkage or pointers.

partition_name is the name of the partition you are checking (this may or
may not contain the entire table because tables can span multiple
partitions), and partition_id isthe ID of the partition you are checking.

If you specify partition_nameor partition_id, dbcc checktable checksonly
thetable, or parts of thetable, residing on this partition; it does not expand
its check to other partitions, and has the following restrictions:

» If thetable consists of more than one partition, index processing is
limited to local indexes.

» If youspecify thepartition nameor partition id parameter, you must
also specify either the second parameter (skip_ncindex or
fix_spacebits) or null. This example specifies null:

dbcc checkalloc (titles, null, 560001995)

» |f thesort order or character set for atable with columns defined with
char or varchar datatypesisincorrect, dbcc checktable does not corrct
these values. You must run dbcc checktable on the entire table to
correct these errors.

* If anindex is marked “read-only” due to a change in the sort order,
dbcc checktable does not clear the O_ READONLY bit in the sysstat
field for the table's sysobjects entry. To clear this status bit, run dbcc
checktable on the entire table.

» If yourundbcc checktable on syslogs, dbcc checktable does not report
space usage (free space versus used space). However, if you do not
specify partition_name or partition_id parameters, dbcc checktable
reports the space usage.

Adaptive Server Enterprise



CHAPTER 11 Checking Database Consistency

When checkstorage returns a fault code of 100035, and checkverify
confirmsthat the spacebit fault isa hard fault, you can use dbcc checktable
to fix the reported fault.

The following command checks part of the titles table that resides on the
smallsales partition (which contains all book sales less than 5000):

dbcc checktable(titles, NULL, "smallsales")

Checking partition 'smallsales' (partition ID 1120003990) of table 'titles'.
The logical page size of this table is 8192 bytes. The total number of data
pages in partition 'smallsales' (partition ID 1120003990) is 1.

Partition 'smallsales' (partition ID 1120003990) has 14 data rows.

DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role.

You can use dbcc checktable with the table name or the table’s object 1D.
The sysobjects table stores this information in the name and id columns.

The following example shows a report on an undamaged table:

dbcc checktable(titles)

Checking table 'titles' (object ID 576002052) :Logical page size is 8192 bytes.
The total number of data pages in partition 'titleidind 576002052' (partition ID
576002052) is 1.

The total number of data pages in this table is 1.

Table has 18 data rows.

DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role.

To check atable that is not in the current database, supply the database
name. To check atable owned by another object, supply the owner’sname.
You must enclose any qualified table name in quotes. For example:

dbcc checktable ("pubs2.newuser.testtable")
dbcc checktable addresses the following problems:

e |If the pagelinkageisincorrect, dbcc checktable displays an error
message.
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dbcc checkindex

dbcc checkdb
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e If thesortorder (sysindexes.soid) or character set (sysindexes.csid) for
atable with columns with char or varchar datatypes isincorrect, and
the table’s sort order is compatible with Adaptive Server default sort
order, dbcc checktable corrects the values for the table. Only the
binary sort order is compatible across character sets.

Note If you change sort orders, character-based user indexes are
marked read-only and must be checked and rebuilt, if necessary.

» |If datarowsarenot accounted for inthefirst OAM pagefor theobject,
dbce checktable updates the number of rows on that page. Thisis not
a serious problem. The built-in function row_count uses this value to
provide fast row estimates in procedures like sp_spaceused.

You can improve dbcc checktable performance by using enhanced page
fetching.

dbcc checkindex runs the same checks as dbcc checktable, but only on the
specified index instead of the entire table.

partition_name is the name of the partition you are checking and
partition_id isthe ID of the partition you are checking. bottom_up
specifiesthat checkindex checks from the bottom up, starting at the leaf of
the index. bottom_up isonly applicable for dataonly locked tables. If you
specify this option with checkindex or checktable, the index checking is
done in a bottom-up fashion

dbce checkdb runsthe same checks as dbcc checktable on each tablein the
specified database. If you do not specify a database name, dbcc checkdb
checks the current database. dbcc checkdb produces messages similar to
those returned by dbcc checktable, and makes the same types of
corrections.

If you specify the optional skip_ncindex, dbcc checkdb does not check any
of the nonclustered indexes on user tables in the database.

If the database extends over a series of partitions, dbcc checkdb performs
its checks on each partition.
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Checking page allocation
The dbcc commands that you use to check page allocation are:
¢ dbcc checkalloc
¢ dbcc indexalloc
¢ dbcc tablealloc

o dbcc textalloc

dbcc checkalloc
dbcc checkalloc ensures that:
e All pages are correctly allocated
» Partition statistics on the allocation pages are correct
« Every pagethat isallocated is used
« All pages are correctly allocated to individual partitions
e Only alocated pages are used

If you do not provide a database name, dbcc checkalloc checks the current
database.

With the fix option, dbcc checkalloc fixes al alocation errors that would
otherwise be fixed by dbcc tablealloc, and also fixes pages that remain
allocated to objectsthat have been dropped from the database. Before you
can use dbcc checkalloc with the fix option, you must put the database into
single-user mode. For details on using the fix and no fix options, see
“Correcting allocation errors using the fix | nofix option” on page 270.

dbcc checkalloc output consists of ablock of datafor each table, including
the system tables, and the indexes on each table. For each table or index,
it reports the number of pages and extents used. The INDID values are:

*  Tableswithout clustered indexes have an INDID=0.

«  For alpageslocking tables with clustered indexes, the table data
partitions and clustered index partitions are consolidated, with an
INDID=1 for the data partitions (or the clustered index partitions).

»  For dataonly locked tables with clustered index, the table data
partitions have an INDID=0. The clustered index and nonclustered
indexes are numbered consecutively, starting with INDID=2.
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Partition and page information is listed after PARTITION
ID=partition_number.

The following report on pubs2 shows output for the titleauthor, titles, and
stores tables:
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TABLE: titleauthor OBJID = 544001938

PARTITION ID=544001938 FIRST=904 ROOT=920 SORT=1

Data level: indid 1, partition 544001938. 1 Data pages allocated and 2 Extents
allocated.

Indid : 1, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=544001938 FIRST=928 ROOT=928 SORT=0

Indid : 2, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=544001938 FIRST=944 ROOT=944 SORT=0

Indid : 3, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

TOTAL # of extents = 8
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TABLE: titles OBJID = 576002052

PARTITION ID=1120003990 FIRST=1282 ROOT=1282 SORT=1

Data level: indid 0, partition 1120003990. 1 Data pages allocated and 1 Extents
allocated.

PARTITION ID=1136004047 FIRST=1289 ROOT=1289 SORT=1

Data level: indid 0, partition 1136004047. 1 Data pages allocated and 1 Extents
allocated.

TOTAL # of extents = 2
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TABLE: stores OBJID = 608002166

PARTITION ID=608002166 FIRST=745 ROOT=745 SORT=0

Data level: indid 0, partition 608002166. 1 Data pages allocated and 1 Extents
allocated.

TOTAL # of extents = 1

dbcc indexalloc
dbcc indexalloc checks the specified index to see that:
» All pages are correctly allocated.
» Every pagethat is allocated is used
*  Only allocated pages are used
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dbcc tablealloc

dbcc indexalloc isan index-level version of dbcc checkalloc, providing the
sameintegrity checkson anindividual index, including checking for index
partitions. You must specify an object ID, an object name, or a partition
ID, and you must also specify anindex ID. dbcc checkalloc and dbcc
indexalloc output includes index 1Ds.

To use the fix or nofix option for dbcc indexalloc, you must specify one of
thereport options (full, optimized, fast, or null). If you specify apartition D,
only that partition is checked. See“ Correcting allocation errors using the
fix | nofix option” on page 270 and “ Generating reports with dbcc
tablealloc and dbcc indexalloc” on page 271.

dbcc indexalloc treats unpartitioned indexes as indexes with asingle
partition.

You can run sp_indsuspect to check the consistency of sort order in
indexes, and dbcc reindex to repair inconsistencies.

dbcc tablealloc checks the specified user table to ensure that:
* All pages are correctly allocated.

« Partition statistics on the allocation pages are correct.

» Every pagethat isallocated is used

e Only alocated pages are used

« All pages are correctly allocated to the partitions in the specified
table.

Specify the table name, the data partition 1D, or the table's object ID from
the ID columnin sysobjects. If you specify adata partition 1D, dbcc
tablealloc performsits checks on this partition and al local index
partitions. If you specify an object name or an object ID, dbcc tablealloc
performsits checkson theentiretable. If you specify an index partition 1D,
dbcc tablealloc returns error 15046.

To use the fix or nofix options for dbcc tablealloc, you must specify one of
the report options (full, optimized, fast, or null). See* Correcting allocation
errors using the fix | nofix option” on page 270 and “ Generating reports
with dbcc tablealloc and dbcc indexalloc” on page 271.
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dbcc textalloc

dbcc textalloc checks the allocation integrity of an object’stext and image
data, and reports and fixes any problemsit finds. dbcc textalloc checksthe
specified object—or all objectsthat have text or image datain the current
database—to ensure that:

e Text and image entries in the system tables are correct.

»  OAM page chain and allocation of OAM pages for text and image
data are correct.

» All text and image pages are correctly allocated.
* Notext pageisallocated but not used.
* Notext pageisused but not allocated.

You can issue dbcc textalloc without any parameters. By default, dbcc
textalloc runs in default mode. If you do not specify a parameter, dbcc
textalloc checks each tablein the current database that has atext or image
column.

You can run dbcc textalloc concurrently on different objects without
interfering with each other.

Correcting allocation errors using the fix | nofix option
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The fix | nofix option with dbcc checkalloc, dbcc tablealloc, textalloc, and
dbcc indexalloc specifies whether or not the command fixes the allocation
errorsin tables. The default for user tablesis fix. The default for system
tablesis nofix.

Before you can use the fix option on system tables, you must put the
database into single-user mode:

sp_dboption dbname, "single user", true
You can issue this command only when no one is using the database.

Output from dbcc tablealloc with fix displays allocation errors and any
corrections that are made. Thisisan example of an error message that
appears whether or not the fix option is used:

Msg 7939, Level 22, State 1:
Line 2:
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Table Corrupt: The entry is missing from the OAM for
object id 144003544 indid 0 for allocation page 2560.

When you use fix, this message indicates that the missing entry has been
restored:

The missing OAM entry has been inserted.

The fix|nofix option works the samein dbcc indexalloc asit doesin dbcc
tablealloc.

Generating reports with dbcc tablealloc and dbcc
indexalloc

You can generate three types of reports with dbcc tablealloc or dbcc
indexalloc:

e full—producesareport containing all types of allocation errors. Using
the full option with dbcc tablealloc givesthe same results as using dbcc
checkalloc at atable level.

e optimized — produces a report based on the allocation pages listed in
the OAM pagesfor thetable. When you usethe optimized option, dbcc
tablealloc does not report and cannot fix unreferenced extents on
allocation pages that are not listed in the OAM pages. If you do not
specify areport type, or if you specify null, optimized is the default.

e fast —produces an exception report of pages that are referenced but
not allocated in the extent (2521-level errors); does not produce an
allocation report.

Checking consistency of system tables

dbcc checkceatalog checks for consistency within and between the system
tablesin a database. For example, it verifies that:

e Every typein syscolumns has a matching entry in systypes.

e Every tableand view in sysobjects has at least one columnin
syscolumns.
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e sysindexes is consistent, and fixes any errors
e For each row in syspartitions, there is amatching row in sysegments.
e Thelast checkpoint in syslogs isvalid.

It also lists the segments defined for use by the database and fixes any
errorsit finds.

If you do not specify a database name, dbcc checkcatalog checks the
current database.

dbcc checkcatalog (testdb)
Checking testdb
The following segments have been defined for database 5 (database name testdb) .

virtual start addr size segments
33554432 4096 0

1
16777216 102 2

DBCC execution completed. If DBCC printed error messages, see your System
Administrator.

Strategies for using consistency checking commands

The following sections compare the performance of the dbcc commands,
provide suggestions for scheduling and strategies to avoid serious
performance impacts, and provide information about dbcc output.

Table 11-2 compares the dbcc commands. Remember that dbcc checkdb,
dbcc checktable, and dbce checkcatalog perform different typesof integrity
checks than dbcc checkalloc, dbce tablealloc, and dbcc indexalloc. dbcc
checkstorage performsacombination of the some of the checks performed
by the other commands. Table 11-1 on page 257 shows which checks are
performed by the commands.
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Table 11-2: Comparison of the performance of dbcc commands

Command and Thorough
option Level Locking and performance Speed -ness
checkstorage Pagechainsand data  No locking; performs extensive 1/0 Fast High
rows for alocation and may saturate the system’'s 1/O;
pages, page linkages  can use dedicated cache with minimal
for indexes, OAM impact on other caches
pages, device and
partition statistics
checktable checkdb Page chains, sort Sharedtablelock; dbcc checkdb locks — Slow High
order, datarows, and  onetable at atime and releases the
partition statisticsfor  lock after it finishes checking that
all indexes table
checktable checkdb  Page chains, sort Sharedtablelock; dbcc checkdb locks  Up to 40 Medium
with skip_ncindex order, and datarows  onetable at atime and releases the percent faster
for tables and lock after it finishes checking that than without
clustered indexes table skip_ncindex
checkalloc Page chains and No locking; performs extensivel/O  Slow High
partition statistics and may saturate the 1/0 calls; only
allocation pages are cached
tablealloc , Page chains Shared tablelock; performsextensive  Slow High
indexalloc , and 1/0; only allocation pages are cached
textalloc with full
tablealloc , Allocation pages Shared tablelock; performsextensive  Moderate Medium
indexalloc, and 1/0; only allocation pages are cached
textalloc with
optimized
tablealloc , OAM pages Shared table lock Fast Low
indexalloc, and
textalloc with fast
checkcatalog Rowsin systemtables Shared page locks on system Moderate Medium

catal ogs; rel easeslock after each page
is checked; very few pages cached

Using large I/O and asynchronous prefetch

Some dbcc commands can use large |/O and asynchronous prefetch if you
configured these optionsfor the caches used by the databases or objectsto
be checked.
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dbcc checkdb and dbcc checktable use large 1/0 pools for the page chain
checks on tables when the tables use a cache with large I/O configured.
The largest available I/0O size is used. When checking indexes, dbcc uses
only 2K buffers.

The dbcc checkdb, dbce checktable, and the dbcc alocation checking
commands, checkalloc, tablealloc and indexalloc, use asynchronous
prefetch when it is available for the pool in use. See “ Setting limits for
dbcc” in Chapter 6, “ Tuning Asynchronous Prefetch,” in the Performance
and Tuning Series. Query Processing and Abstract Plans.

Cache-binding commands and the commands to change the size and
asynchronous prefetch percentages for pools are dynamic commands. If
you use these dbcc commands during off-peak periods, when user
applications experience little impact, you can change these settings to
speed dbce performance and restore the normal settings when dbcc checks
are finished. See Chapter 4, “Configuring Data Caches.”

Scheduling database maintenance at your site

Database use
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There are several factorsthat determine how often you should run dbcc
commands, and which ones to run.

If your Adaptive Server is used primarily between the hours of 8:00 am.
and 5:00 p.m., Monday through Friday, you can run dbcc checks at night
and on weekends so that the checks do not have a significant impact on
your users. If your tables are not extremely large, you can run a complete
set of dbcc commands fairly frequently.

dbcc checkstorage and dbcce checkcatalog provide the best coverage at the
lowest cost, and assure recovery from backups. You can run dbcc checkdb
or dbcc checktable less frequently to check index sort order and
consistency. You need not coordinate this check with any other database
maintenance activity. Reserve object-level dbcc checks and those checks
that use the fix option for further diagnosis and correction of faults found
by dbcc checkstorage.
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Backup schedule

If your Adaptive Server is used 24 hours a day, 7 days aweek, you may
want to limit the resource usage of dbcc checkstorage by limiting the
number of worker processes, or by using application queues. If you decide
not to use dbcc checkstorage, you may want to schedule acycle of checks
onindividual tablesandindexesusing dbcc checktable, dbce tablealloc, and
dbcc indexalloc. At the end of the cycle, when all tables have been checked,
you can run dbcc checkeatalog and back up the database. See Chapter 5,
“Distributing Engine Resources,” in the Performance and Tuning Series:
Basics.

Some sites with 24-hour, high-performance demands run dbcc checks by:
*  Dumping the database to tape

e Loading the database dump into a separate Adaptive Server to create
aduplicate database

e Running dbcc commands on the duplicate database

e Running dbcc commandswith thefix options on appropriate objectsin
the original database, if errors are detected that can be repaired with
the fix options

Thedumpisalogical copy of the database pages; therefore, problems
found in the original database are present in the duplicate database. This
strategy is useful if you are using dumps to provide a duplicate database
for reporting or some other purpose.

Schedule dbcc commands that lock objects to run when they avoid
interference with business activities. For example, dbcc checkdb acquires
locks for each table on which it performs the database check and then
releases the lock once it finishes and procedes to the next table. These
tables are not accessible while dbcc checkdb holds the lock. Do not
schedule dbce checkdb (or other dbcc commands with similar side effects)
to run while other business activities require the tables that are locked.

The more often you back up your databases and dump your transaction
logs, the more data you can recover in case of failure. You must decide
how much data you are willing to lose in the event of a disaster, and
develop a dump schedul e to support that decision.

System Administration Guide: Volume 2 275



Strategies for using consistency checking commands

After you schedule your dumps, decide how to incorporate the dbcc
commandsinto that schedule. You are not required to perform dbcc checks
before each dump; however, you may lose additional dataif acorruption
occurs while the dump is taking place.

Anideal timeto dump adatabaseis after you run acomplete check of that
database using dbcc checkstorage and dbcc checkcatalog. If these
commands find no errors in the database, you know that your backup
contains a clean database. You can reindex to correct problems that occur
after loading the dump. Use dbcc tablealloc or indexalloc on individual
tables and indexes to correct allocation errors reported by dbcc checkalloc.

Size of tables and importance of data

Answer the following questions about your data:

* How many tables contain highly critical data?
*  How often does that data change?

* How large are those tables?

dbcc checkstorage is a database-level operation. If only afew tables
contain critical data or datathat changes often, you may want to run the
table- and index-level dbcc commands more frequently on those tables
than you run dbcc checkstorage on the entire database.

Errors generated by database consistency problems
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Errors generated by database consistency problems encountered by dbcc
checkstorage are documented in the dbcc_types table. Most of the error
numbers are in the ranges 5010 — 5024 and 100,000 — 100,038. For
information on specific errors, see Chapter 2, “dbccdb Tables’ in the
Reference Manual: Tables.

Errors generated by database consistency problems encountered by dbcc
commands other than dbcc checkstorage usually have error numbers from
2500 — 2599 or from 7900 — 7999. These messages, and others that can
result from database consistency problems (such as Error 605), may
include phrases like “ Table Corrupt” or “ Extent not within segment.”

Some messages indi cate severe database consistency problems; othersare
not so urgent. A few may require help from Sybase Technical Support, but
most can be solved by:
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¢ Running dbcc commands that use the fix option

e Following theinstructionsin the Error Messages and
Troubleshooting Guide, which contains step-by-step instructions for
resolving many dbcc database errors.

Whatever techniques are required to solve the problems, the solutions are
much easier when you find the problem soon after the occurrence of the
corruption or inconsistency. Consistency problems can exist on datapages
that used infrequently, such as atable that is updated only monthly. dbcc
can find, and often fix, these problems for you.

Reporting on aborted checkstorage and checkverify operations

When a checkstorage or checkverify operation aborts, it prints a message
that containsthe operation ID (opid) and the name of the database that was
being examined when the operation aborted. An aborted checkverify
operation al so provides a sequence number in the message, whichinstructs
the user to run sp_dbcc_patch_finishtime, with the provided dbname, opid,
and (if it was a checkverify operation), the sequence number, seq. After
executing sp_dbcc_patch_finishtime, you can create fault reports on the
aborted operation.

Aborting with error 100032

checkstorage may abort an object check when it encounters page linkage
error (100032).

checkstorage continues to verify the object if amore recent version of the
page eliminates the page linkage error, or if the number of page linkage
errorsis fewer than the configured maximum linkage error value.

Usesp_dbcc_updateconfig to configure the maximum linkage error value.
This example configures the great_big_db with avalue of 8:

sp_dbcc updateconfig great big db, "linkage error abort", "8"
See Chapter 4, “dbcc Stored Procedures,” in Reference Manual: Building
Blocks.

checkstorage may abort its check before reaching the page linkage error
when:
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e Concurrent updates on objects that use APL indexes disrupt the page
linkage because checkstorage may not be able to accessthe rest of the
page chain

» Anindex isdropped during the page linkage check

Running checkstorage in a quiet state should reduce (or eliminate) the
transient errorsthat lead to an aborted index check. To eliminate transient
faults, run checkverify immediately after running dbcc checkstorage.

Comparison of soft and hard faults

Soft faults

Hard faults
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When dbcc checkstorage findsafault in the target database, it is recorded
inthe dbcc_faults table as either a soft fault or ahard fault.

A soft fault is aninconsistency in Adaptive Server that is usually not
persistent. Most soft faults result from temporary inconsistenciesin the
target database caused by user updates to the database during dbcc
checkstorage or when dbcc checkstorage encounters data definition
language (DDL) commands. These faults are not repeated when you run
the command a second time. You can reclassify soft faults by comparing
the results of the two executions of dbcc checkstorage or by running dbcc
tablealloc and dbcc checktable after dbcc checkstorage finds soft faults.

If the same soft faults occur in successive executions of dbcc checkstorage,
they are “persistent” soft faults, and may indicate a corruption. If you
execute dbcc checkstorage in single-user mode, the soft faultsreported are
persistent. You can resolve these faultsby using sp_dbcc_differentialreport,
or by running dbcc tablealloc and dbcc checktable. If you use the latter two
commands, you need to check only thetables or indexes that exhibited the
soft faults.

A hard fault is a persistent corruption of Adaptive Server that cannot be
corrected by restarting Adaptive Server. Not all hard faults are equally
severe. For example, each of the following situations cause a hard fault,
but the results are different:

* A pagethat isallocated to a nonexistent table minimally reduces the
available disk storage.
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e A table with some rows that are unreachable by a scan might return
the wrong resuilts.

e A tablethat islinked to another table causes the query to stop.

Some hard faults can be corrected by simple actions such astruncating the
affected table. Others can be corrected only by restoring the database from
a backup.

Verifying faults with dbcc checkverify

dbce checkverify examines the results of the most recent checkstorage
operation and reclassifies each soft fault as either a hard fault or an
insignificant fault. checkverify acts as a second filter to remove spurious
faults from the checkstorage results.

How dbcc checkverify works

checkverify reads the recorded faults from dbcc_faults and resolves each
soft fault through a procedure similar to that used by the checkstorage
operation.

Note checkverify locksthetable against concurrent updates, which ensures
that the soft faults are reclassified correctly. checkverify does not find
errors that have occurred since the last run of checkstorage.

checkverify records information in the dbcc_operation_log and
dbcc_operation_results tables the same way that checkstorage does. The
recorded value of opid is the same as the opid of the last checkstorage
operation. checkverify updates the status column in the dbcc_faults table
and insertsarow in the dbcc_fault_params table for the faultsit processes.

checkverify does not use the scan or text workspaces.

Each fault found by checkstorage is verified by checkverify as one of the
following:

e A hard fault classified as such by checkstorage.
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e A soft fault reclassified as hard by checkverify because concurrent
activity was ruled out as the cause.

e A soft fault confirmed to be soft by checkverify. Some soft faults that
appear when there is no concurrent activity in the database do not
represent a significant hazard and are not reclassified as hard. A soft
fault isnot reclassified if it isinformational only and not a corruption.

» A soft fault reclassified asinsignificant becauseit can be attributed to
concurrent activity or because subsequent activity masked the
original inconsistency.

A fault that isassigned code 100011 (text pointer fault) by checkstorage is
verified as hard if the text column has a hard fault. If it does not, it is
reclassified as soft.

A fault that is assigned code 100016 (page allocated but not linked) by
checkstorage isverified ashard if the same fault appearsin two successive
checkstorage operations. Otherwiseg, it is reclassified as soft.

When afault that is assigned code 100035 (spacebits mismatch) by
checkstorage isverified ashard, you can repair it by using dbcc checktable.

When checkverify confirms hard faults in your database, follow the
appropriate procedures to correct the faults.

checkverify classifies the following fault codes as soft faults:
* 100020 — check aborted.

+ 100025 - row count fault.

e 100028 — page allocation off current segment.

When to use dbcc checkverify
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Verify persistent faults by running checkverify anytime after running
checkstorage, even after an extended period of hours or days. However,
when deciding your schedule, keep in mind that the database state changes
over time, and the changes can mask both soft faults and hard faults.

For example, apagethat islinked to atable but not allocated isahard fault.
If the table is dropped, the fault is resolved and masked. If the pageis
allocated to another table, the fault persists but its signature changes. The
page now appears to be linked to two different tables. If the pageis
reallocated to the same table, the fault appears as a corrupt page chain.
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Persistent faultsthat are corrected by a subsequent database change do not
usually pose operational problems. However, detecting and quickly
verifying these faults may locate a source of corruption before more
serious problems are encountered, or before the signature of the original
fault changes. For this reason, Sybase recommends that you run
checkverify as soon as possible after running dbcc checkstorage.

Note When you execute checkstorage with the target database in single-
user mode, there are no transient soft faults and therefore, no need to
execute checkverify.

checkverify runs only one time for each execution of checkstorage.
However, if checkverify isinterrupted and does not complete, you can run
it again. The operation resumes from where it was interrupted.

checkverify may take along time to complete when processing very large
databases. During this time, checkverify does not provide you with any
indication of when it will finish. To see progress status reports during
checkverify, use the command_status_reporting command

set command status reporting on
Now, when you run checkverify, you see results similar to:

dbcc checkverify (pubs2)
Verifying faults for ‘pubs2’.
Verifying faults for table 'tl'. The total number of tables to verify is 5. This
is table number 1.
Verifying faults for table 't2'. The total number of tables to verify is 5. This
is table number 2.
Verifying faults for table 't3'. The total number of tables to verify is 5. This
is table number 3.
Verifying faults for table 't4'. The total number of tables to verify is 5. This
is table number 4.
Verifying faults for table 't5'. The total number of tables to verify is 5. This
is table number 5.
DBCC CHECKVERIFY for database ’'pubs2’ sequence 4 completed at Apr 9 2003
2:40PM. 72 suspect conditions were resolved as faults, and 11 suspect conditions
were resolved as harmless. 0 objects could not be checked.

How to use dbcc checkverify

checkverify operates on the results of the last completed checkstorage
operation for the specified database only.
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When the checkverify operation is complete, Adaptive Server returns:

DBCC checkverify for database name, sequence

n completed at date time. n suspect conditions
resolved as faults and n resolved as innocuous.
n checks were aborted.

You can run checkverify automatically after running checkstorage by using
sp_dbcc_runcheck.

You can exclude tables, faults, and table or fault combinations from
checkverify. Use sp_dbcc_exclusions to indicate which items you want
excluded from checkverify. sp_dbcc_exclusions is dynamic; that is,
checkverify immediately excludes the items you specify in
sp_dbcc_exclusions. Once you exclude these objects from checkverify, it
does not report on them the next time you run the command.

Preparing to use dbcc checkstorage

Before you can use dbcc checkstorage, configure Adaptive Server and set
up the dbcedb database. Table 11-3 summarizes the steps and commands
in the order you should use them.

Each action is described in detail in the following sections. The examples
in this section assume a server that uses 2K logical pages.

Table 11-3: Preparing to use dbcc checkstorage

For this action

See Use this command

1. Obtain recommendations for

databasesize, devices(if doccdb does 283

“Planning resources’ on page use master
sp_plan_dbccdb

not exist), workspace sizes, cache “Planning workspace size” on

size, and the number of worker page 285

processes for the target database.

2. If necessary, adjust the number of  “Configuring worker sp_configure

worker processes that Adaptive

Server uses.

processes’ on page 287 number of worker processes

memory per worker processes

3. (Optional) Create anamed cache  “Setting up anamed cache for  sp_cacheconfig

for dbce.

dbcc” on page 288

4. Configure your buffer pool.
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“Configuring an 8-page I/0 sp_poolconfig
buffer pool” on page 289
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For this action See Use this command
5. If dbcedb aready exists, drop it drop database

and all associated devices before

creating a new dbccdb database.

6. Initialize disk devices for the “Allocating disk space for disk init

dbccdb dataand the log.

dbcedb” on page 291

7. (Optional) Create dbccdb on the create database
data disk device.
8. (Optional) Add disk segments. “Segments for workspaces’ on  use dbccdb
page 291
9. Populate the dbccdb database and isql -Usa -P -i

install dbcc stored procedures.

Planning resources

$SYBASE/ $SYBASE_ASE/ scripts
/installdbccdb

Note dbcc checkstorage runsits checks against the database on disk. If a
corruption exists only in memory, dbcc may not detect it. To ensure
consistency between two sequentia dbcc checkstorage commands, first
run a checkpoint. Be aware that running checkpoint may turn atransient
memory corruption into a disk corruption.

Selecting the appropriate device and size for dbcedb is critical to the
performance of dbcc checkstorage operations. sp_plan_dbccdb provides
configuration recommendations for the specified target database
depending on whether dbccdb exists or not. Use thisinformation to
configure Adaptive Server and set up the dbccdb database.

Examples of sp_plan_dbccdb output

If dbccdb does not exist, sp_plan_dbcedb returns;

e Minimum size for dbccdb

» Devicesthat are suitable for dbccdb

e Minimum sizes for the scan and text workspaces
e Minimum cache size

e Number of worker processes
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The values recommended for the cache size are approximate, because the
optimum cache size for dbccdb depends on the pattern of the page
allocation in thetarget database. The following example from aserver that
uses 2K logical pages shows the output of sp_plan_dbccdb for the pubs2
database when dbccdb does not exist:

sp_plan dbccdb pubs2

Recommended size for dbccdb is 4MB.

Recommended devices for dbcecdb are:

Logical Device Name Device Size Physical Device Name
sprocdev 28672 /remote/SERV/sprocs_dat
tun_dat 8192 /remote/SERV/tun_dat
tun log 4096 /remote/SERV/tun_ log

Recommended values for workspace size, cache size and process count are:

dbname scan ws text ws cache process count
pubs?2 64K 64K 640K 1
(return status = 0)

If dbccdb already exists, sp_plan_dbccdb returns:

e Minimum sizefor dbccdb

e Sizeof existing dbccdb database

e Minimum sizes for the scan and text workspaces
e Minimum cache size

*  Number of worker processes

This example showsthe output of sp_plan_dbccdb for the pubs2 database
when dbccdb aready exists:

sp_plan dbccdb pubs2

Recommended size for dbccdb database is 23MB (data = 21MB, log = 2MB).
dbccdb database already exists with size 8MB.
Recommended values for workspace size, cache size and process count are:

dbname scan ws text ws cache process count
pubs?2 64K 48K 640K 1
(return status = 0)
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If you plan to check more than one database, use the name of the largest
one for the target database. If you do not provide atarget database name,
sp_plan_dbcedb returns configuration values for all databaseslisted in
master..sysdatabases:

sp_plan dbccdb

Recommended size for dbccdb is 4MB.

dbccdb database already exists with size 8MB.

Recommended values for workspace size, cache size and process count are:

dbname scan ws text ws cache process count
master 64K 64K 640K 1
tempdb 64K 64K 640K 1
model 64K 64K 640K 1
sybsystemprocs 384K 112K 1280K 2
pubs2 64K 64K 640K 1
pubs3 64K 64K 640K 1
pubtune 160K 96K 1280K 2
sybsecurity 96K 96K 1280K 2
dbccdb 112K 96K 1280K 2

See“sp plan_dbccdb” in the Reference Manual: Procedures.

Planning workspace size

Two workspaces are required for dbcedb: scan and text. Space
reguirements for these workspaces depend on the size of the largest
database that will be checked. To run concurrent dbcc checkstorage
operations, set up additional workspaces.

Determining the slze for the largest database to be checked

Different databases can use the same workspaces. Therefore, the
workspaces must be large enough to accommaodate the largest database
with which they will be used.

Note sp_plan_dbccdb suggestsworkspace sizes—thefollowing detailsfor
determining the workspace size are provided for background information
only.
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Each page in the target database is represented by one 18-byte row in the
scan workspace. This workspace should be approximately 1.1 percent of
the target database size.

Every non-null text column in the target database inserts a 22-byterow in
the text workspace. If there are n non-null text columnsin the target
database, the size of the text workspace must be at least (22 * n) bytes. The
number of non-null text columns is dynamic, so allocate enough space for
the text workspace to accommodate future demands. The minimum space
required for the text workspace is 24 pages.

Number of workspaces that can be used concurrently

You can configure dbcedb to run dbcce checkstorage concurrently on
multiple databases. Thisis possible only when the second and subsegquent
dbcc checkstorage operations have their own dedicated resources. To
perform concurrent dbcc checkstorage operations, each operation must
have its own scan and text workspaces, worker processes, and reserved
cache.

Thetotal space requirement for workspaces depends on whether user
databases are checked serially or concurrently. If you run dbcc
checkstorage operations serially, the largest scan and text workspaces can
be used for al user databases. If you run dbcc checkstorage operations
concurrently, set dbccdb to accommodate the largest workspaces that will
be used concurrently. Determine the workspace sizes by adding the sizes
of the largest databases that will be checked concurrently.

See “dbcedb Tables” in the Reference Manual: Tables.

Automatic workspace expansion
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The sp_dbcc_updateconfig. . automatic workspace expansion option
indicates whether checkstorage automatically resizes the workspace, if
necessary.

At the beginning of a checkstorage run, the size of the workspace is
validated. If more space is needed, and automatic workspace expansion is
enabled, checkstorage automatically expands the workspace if adequate
spaceisavailable on the respective segments. If more spaceis needed, and
automatic workspace expansion isnot enabled, checkstorage exits and
prints an informative message.
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A valueof 1 (the default value) enables automatic workspace expansion. A
value of 0 disables automatic workspace expansion. See the Reference
Manual: Procedures.

Default scan and text workspaces

Default scan and text workspaces are created when you run the
installdbccdb script. The name of the default scan workspace is
def$scansws and its sizeis 256K. The default text workspace is named
defstext$ws and itssizeis 128K. These default workspaces are used if you
have not configured default workspaces and the target database does not
have configured workspace values.

Configuring worker processes
The following parameters affect dbcc checkstorage:

e maxworker processes —set this parameter with sp_dbcc_updateconfig.
It updates the value of max worker processes in the dbcc_config table
for each target database.

e number of worker processes— et this configuration parameter with
sp_configure. It updates the server_name.cfg file.

e memory per worker process — Set this configuration parameter with
sp_configure. It updates the server_name.cfg file.

max worker processes specifiesthe maximum number of worker processes
used by dbcc checkstorage for each target database, whilenumber of worker
processes specifies the total number of worker processes supported by
Adaptive Server. Worker processes are not dedicated to running dbcc
checkstorage operations.

Set the value for number of worker processes high enough to allow for the
number of processes specified by max worker processes. A low number of
worker processes reduces the performance and resource consumption of
dbcc checkstorage. dbce checkstorage cannot use more processes than the
number of database devices used by the database. Cache size, CPU
performance, and device sizes might suggest alower worker processes
count. If there are not enough worker processes configured for Adaptive
Server, dbce checkstorage does not run.

System Administration Guide: Volume 2 287



Preparing to use dbcc checkstorage

maximum parallel degree and maximum scan parallel degree have no effect
on the parallél functions of dbcc checkstorage. When maximum parallel
degree isset to 1, parallelism in dbcc checkstorage is not disabled.

dbcc checkstorage requires multiple processes, so number of worker
processes must be set to at least 1 to allow for a parent process and a
worker process.

sp_plan_dbccdb recommends values for the number of worker processes,
depending on database size, number of devices, and other factors. You can
use smaller valuesto limit theload onyour system. dbcc checkstorage may
use fewer worker processes than sp_plan_dbccdb recommends, or fewer
than you configure.

Using more worker processes does not guarantee faster performance. The
following scenario describes the effects of two different configurations:

An 8GB database has 4GB of dataon disk A and 0.5GB of data on each of
thedisksB, C,D, E, F, G H, and I.

With 9 worker processes active, thetimeit takesto run dbcc checkstorage
is 2 hours, which isthe timeit takes to check disk A. Each of the other 8
worker processes finishesin 15 minutes and waits for the disk A worker
process to finish.

With 2 worker processes active, thetimeit takesto run dbcc checkstorage
isstill 2 hours. Thefirst worker process processes disk A and the other
worker processprocessesdisksB, C, D, E, F, G H, and |. Inthiscase, there
isno waiting, and resources are used more efficiently.

memory per worker process specifies the total memory allocation for
worker processes support in Adaptive Server. The default valueis
adequate for dbcc checkstorage.

Setting up a named cache for dbcc

If you use anamed cache for dbcc checkstorage, you might need to adjust
the Adaptive Server configuration parameters.
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During adbcc checkstorage operation, the workspaces are temporarily
bound to a cache which al so reads the target database. Using a named
cachethat is dedicated to dbcc minimizesthe impact of the database check
on other users and improves performance. You can create a separate cache
for each dbcc checkstorage operation that runs concurrently, or you can
create one cache that islarge enough to fit the total requirements of the
concurrent operations. The size required for optimum performance
depends on the size of the target database and distributions of datain that
database. dbce checkstorage requiresaminimum of 640K of buffers (each
buffer is one extent) per worker process in the named cache.

For best performance, assign most of the dedicated cacheto the buffer pool
and do not partition the cache. The recommended cache sizeisthe
minimum sizefor the buffer pool. Add the size of the one-page pool to this
value.

If you dedicate a cache for dbcc checkstorage, the command does not
reguire more than the minimum one-page buffer pool. If the cacheis
shared, you can improve the performance of dbcc checkstorage by
increasing the buffer pool size before running the operation, and reducing
the size after the operation is complete. The buffer pool requirements are
the same for ashared cache. However, while a shared cache may meet the
size requirement, other demands on the cache might limit the buffer
availability to dbcc checkstorage and greatly impact the performance of
both checkstorage and Adaptive Server as awhole.

Note Because Adaptive Server may issue error messages 9946 or 9947 if
you dedicate a cache partition for dbcc checkstorage, Sybase recommends
that you dedicate a named cache for dbcc checkstorage.

To configure Adaptive Server with a named cache for dbcc checkstorage
operations, use sp_cacheconfig and sp_poolconfig. See Chapter 4,
“Configuring Data Caches.”

Configuring an 8-page I/O buffer pool

dbcc checkstorage requires a I/O buffer pool of one extent. Use
sp_poolconfig to configure the pool size and verify that the pool has been
configured properly. The pool sizeis stored in the dbcc_config table.
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The size of the dbcc checkstorage buffer pool isthe page size multiplied
by 16. The dbcc checkstorage buffer pool requirements for the different
page sizes are:

* (2KB page server) * (8 extents) = 16k buffer pool
*  (4KB page server) * (8 extents) = 32k buffer pool
* (8KB page server) * (8 extents) = 64k buffer pool
* (16KB page server) * (8 extents) = 128k buffer pool

Thefollowing exampl e showshow to usesp_poolconfig to set a16K buffer
pool for “master_cache” on aserver configured for 2K logical pages. The
named cacheis created for the master database.

1> sp _poolconfig "master cache", "1024K", "16K"
2> go

(return status = 0)

The following example shows that the buffer pool for the private cache
“master_cache’ is set:

1> sp poolconfig "master cache"

2> go
Cache Name Status Type Config Value Run Value
master cache Active Mixed 2.00 Mb 2.00 Mb
Total 2.00 Mb 2.00 Mb

Cache: master cache, Status: Active, Type: Mixed

Config Size: 2.00 Mb, Run Size: 2.00 Mb

Config Replacement: strict LRU, Run Replacement: strict LRU
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 512 Kb 0.00 Mb 1.00 Mb 10
16 Kb 192 Kb 1.00 Mb 1.00 Mb 10

(return status = 0)

See the Reference Manual: Procedures.
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Allocating disk space for dbccdb

Additional disk storageisrequired for the dbccdb database. Because dbcc
checkstorage uses dbccdb extensively, place doccdb on adevice that is
separate from other database devices.

Note Do not create dbccdb on the master device. Make sure that the log
devices and data devices for dbcedb are separate.

Segments for workspaces

By dedicating segments for workspaces, you can control workspace
placement and improve dbcc checkstorage performance. When you
dedicate new segments for the exclusive use of workspaces, use
sp_dropsegment to unmap the devices attached to these segmentsfrom the
default segment.

Creating the dbccdb database

[ICreating the dbccdb database

1 Runsp_plan_dbccdb in the master database to obtain
recommendations for database size, devices, workspace sizes, cache
size, and the number of worker processes for the target database.

For details on the information provided by sp_plan_dbccdb, see
“Planning resources’ on page 283.

2 If dbcedb already exists, drop it and all associated devices before
creating a new dbccdb database:

use master

go

if exists (select * from master.dbo.sysdatabases
where name = "dbccdb")

begin
print "+++ Dropping the dbccdb database"
drop database dbccdb

end

go
3 Initialize disk devices for the dbccdb data and the log:

System Administration Guide: Volume 2 291



Preparing to use dbcc checkstorage

use master

go

disk init
name = "dbccdb dat",
physname =
size = "4096"

go

disk init
name = "dbccdb log",
physname =

size = "1024"

go

"/remote/disks/masters/",

"/remote/disks/masters/",

4  Create dbcedb on the data disk device that you initialized in step 3:

use master

go

create database dbccdb

on dbccdb dat

log on
go

6
dbcedb log

dbcedb data device:

use dbccdb

go

sp_addsegment scanseg,

go

sp_addsegment textseg,

go

2

(Optional) Add segments for the scan and text workspaces to the

dbccdb, dbccdb dat

dbccdb, dbccdb dat

Create the tables for dbcedb and initialize the dbcc_types table:

isgl -Ujms -P***x* -jiinstalldbccdb

installdbccdb checks for the existence of the database before it
attemptsto create the tables. It creates only those tables that do not
already existindbccdb. If any of the dbccdb tables become corrupted,
remove them with drop table, and then use installdbccdb to re-create

them.

use dbccdb |

go|

sp_dbcc_createws dbccdb,
sp_dbccvreatews dbcedb,

scanseg,
textseg,
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scan_pubs2,
text pubs2,

scan,
text,

Create and initialize the scan and text workspaces:

"64K"|
NE4K"
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When you have finished installing dbccdb, you must update the
dbce_config table.

Updating the dbcc_config table

The dbce_config table describes the currently executing or last completed
dbcc checkstorage operation, including:

* Thelocation of resources dedicated to the dbcc checkstorage
operation

*  Resource usage limits for the dbcc checkstorage operation

This section describes how to update the valuesin thistable.

Adding default configuration values with sp_dbcc_updateconfig

sp_dbcc_updateconfig allows you to provide default configuration values
for dbcc configuration parameters. You can provide individual
configuration valuesfor every databasethat checkstorage analyzed, or you
can set default values that are applicable to all databases that do not have
a corresponding configuration value (that is, configuration values cannot
conflict).

Deleting configuration values with sp_dbcc_updateconfig

sp_dbcc_updateconfig accepts delete as avalue for the str1 parameter,
which allows you to delete configuration values that you have set on
databases.

For example, to delete the default value of the max worker processes
configuration parameter, enter:

sp_dbcc updateconfig null, 'max worker processes', 'delete'

To delete the value of the max worker processes configuration parameter
for the database my_db, enter:

sp_dbcc_updateconfig my db, 'max worker processes', 'delete'
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Viewing the current configuration values

The sp_dbcc_configreport defaults parameter allows you to view the
configured default values. The defaults parameter is optional, and is
ignored if doname is not null. Valid values for the defaults parameter are
true or false (the default). A value of true indicatesthat you want to display
only the default on the configured values. A value of false indicates that
you want to view all configured values.

For example to view only the configured default values, enter true for the
defaults parameter:

sp_dbcc_configreport null, 'true'

To view al configured values, do not provide a value for the defaults
parameter, or use “false”

sp_dbcc_configreport
Or,

sp_dbcc_configreport null, 'false'

Maintaining dbccdb
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You may occasionally need to perform maintenance tasks on dbccdb.
» Reevaluate and update the configuration using:

*  sp_dbcc_evaluatedb — recommends values for configuration
parameters using the results of previous dbcc checkstorage
operations.

*  sp_dbcc_updateconfig — updates the configuration parametersfor
the specified database.

»  Clean up obsolete data:

* sp_dbcc_deletedb — deletes all the information on the specified
database from dbccdb.

» sp_dbcc_deletehistory — deletes the results of the dbce
checkstorage operations on the specified database from dbccdb.

*  Remove unnecessary workspaces.

»  Perform consistency checks on dbccdb itself.
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Reevaluating and updating dbccdb configuration

If the characteristics of user databases change, use sp_dbcc_evaluatedb to
reeval uate the current dbcedb configuration and recommend more suitable
values.

The following changes to user databases might affect the doccdb
configuration, asfollows:

e When auser database is created, deleted or altered, the size of the
workspaces and named cache, or the number of worker threads stored
in the dbcc_config table might be affected.

e Changesin the named cache size or worker process count for
dbcc_checkstorage may require you to reconfigure buffer cache and
worker processes.

If the results of dbcc checkstorage operations are available for the target
database, use sp_dbcc_evaluatedb to determine new configuration values.
sp_dbcc_configreport also reports the configuration parameters for the
specified database.

Use sp_dbcc_updateconfig to add new databases to the dbcc_config table
and to change the configuration valuesin dbcc_config to reflect the values
recommended by sp_dbcc_evaluatedb.

Cleaning up dbccdb

Adaptive Server stores data generated by dbcc checkstorage in dbccdb.
Periodically clean up dbccdb by using sp_dbcc_deletehistory to delete data
from a database. You must have created the database before the date
specified.

When you delete a database, you should also delete from dbccdb all
configuration information and dbcc checkstorage results related to that
database. Use sp_dbcc_deletedb to delete all database information from
dbccdb.

Removing workspaces
To remove unnecessary workspaces, in dbccdb, issue:

drop table workspace name
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Performing consistency checks on dbccdb

The limited update activity in the doccdb tables should make corruption
less frequent. Two signs of corruption in dbccdb are:

e Failure of dbcc checkstorage during the initialization phase, as it
evaluates the work that needs to be performed, or during the
completion phase, when it records its results

e Lossof information about faults resulting from corruption in the
recorded faults, found by dbcc checkstorage

A severe corruption in dbccdb may cause dbcc checkstorage to fail. For
dbcc checkstorage to locate severe corruptions in dbccdb, you can create
an aternate database, dbccalt, which you use only for checking dbccdb.
Create dbccalt using the same process that you used to create dbccdb as
described in “Preparing to use dbcc checkstorage” on page 282.

If no free devices are available for dbccalt, you can use any devicethat is
not used by the master database or dbccdb.

dbcc checkstorage and the dbcc system procedures function the same with
dbccalt asthey do with dbccdb. When the target database is dbccdb, dbcc
checkstorage uses dbccalt, if it exists. If dbccalt does not exist, dbcedb can
be checked using itself as the management database. If the target database
isdbcedb and dbccalt exists, the results of dbcc checkstorage operationson
dbccdb are stored in dbccalt. If dbccalt does not exist, the results are stored
in dbccdb itself.

Alternatively, you can use dbcc checkalloc and dbcc checktable to check
dbccdb.

If dbccdb becomes corrupted, you can drop it and re-create it, or load an
older version from a backup. If you drop it, some of its diagnostic history
islost.

Generating reports from dbccdb

Several dbcc stored procedures are provided with dbccdb so that you can
generate reports from the data in dbccdb.
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Reporting a summary of dbcc checkstorage operations

sp_dbcc_summaryreport reportsall dbcc checkstorage operationsthat were
completed for the specified database on or before the specified date. The
following example shows output from this command:

sp_dbcc_summaryreport

DBCC Operation : checkstorage

Database Name Start time End Time Operation ID
Hard Faults Soft Faults Text Columns Abort Count
User Name

sybsystemprocs 05/12/1997 10:54:45 10:54:53 1
0 0 0 0
sa
sybsystemprocs 05/12/1997 11:14:10 11:14:19 2
0 0 0 0
sa

See Chapter 4, “dbcc Stored Procedures,” in the Reference Manual:
Procedures.

Reporting configuration, statistics and fault information

These dbcc system procedures report on configuration and statistical
information:

e sp_dbcc_summaryreport

e sp_dbcc_configreport

* sp_dbcc_statisticsreport

e sp_dbcc_faultreport short

sp_dbcec_fullreport runs afull report on all these dbcc system procedures.

See Commands Reference Manual: Procedures.
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Upgrading compiled objects with dbcc upgrade_object
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Adaptive Server upgrades compiled objects based on their source text.
Compiled objects are:

*  Check constraints

» Defaults

* Rules

»  Stored procedures (including extended stored procedures)
o Triggers

* Views

The sourcetext of each compiled object isstored inthe syscomments table,
unlessit has been manually deleted. When you upgrade the server, the
existence of the sourcetext in syscomments isverified during that process.
However, the compiled objects are not actually upgraded until they are
invoked.

For example, if you have a user-defined stored procedure named list_proc,
the presence of sourcetext for list_proc isverified when you upgradeto the
latest version of Adaptive Server. Thefirst timelist_proc isinvoked after
the upgrade, Adaptive Server detectsthat thelist_proc compiled object has
not been upgraded. Adaptive Server recompileslist_proc, based on the

source text in syscomments. The newly compiled object is then executed.

Upgraded objects retain the same object ID and permissionsthat they used
before being upgraded.

Compiled objects for which the source text was hidden using sp_hidetext
are upgraded in the same manner as objectsfor which the sourcetext is not
hidden. For information on sp_hidetext, see the Reference Manual:
Procedures.

Note If you are upgrading from 32-bit installations to use a 64-bit
Adaptive Server, the size of each 64-bit compiled object in the
sysprocedures table in each database increases by approximately 55
percent when the object is upgraded. The pre-upgrade process cal culates
the exact size. Increase your upgraded database size accordingly.
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To ensure that compiled objects have been successfully upgraded before
they are invoked, you can upgrade them manually using the dbcc
upgrade_object command. See “ Finding compiled object errors before
production” on page 299.

Finding compiled object errors before production

Reserved word errors

Changes made in versions of Adaptive Server earlier than 12.5.x may
cause compiled objects to work differently once you upgrade to alater
version. You can use dbcc upgrade_object to find the following errors and
potential problem areas that may require manual changesto achieve the
correct behavior:

¢ Reserved word errors

¢ Missing, truncated, or corrupted source text
¢ Quoted identifier errors

e Temporary table references

e select * potential problem areas

After reviewing the errors and potential problem areas, and fixing those
that need to be changed, use dbcc upgrade_object to upgrade compiled
objects manually instead of waiting for the server to upgrade the objects
automatically. See the Reference Manual: Commands.

If dbcc upgrade_object finds areserved word used as an object namein a
compiled object, it returns an error, and that object is not upgraded. To fix
the error, either manually change the object name or use quotes around the
object name, and issue the command set quoted identifiers on. Then, drop
and re-create the compiled object.

For example, suppose you load a database dump from an older verion of
Adaptive Server into a current version, and the dump contains a stored
procedure that uses the word “XY Z,” which is areservered word in the
current version. When you run dbcc upgrade_object on that stored
procedure, the command returns an error because, although “XYZ” was
not reserved in the older version, it became areserved word in the current
version. With this advance notice, you can change the stored procedure
and any related tables before they are used in a production environment.
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Missing, truncated, or corrupted source text

Quoted identifier errors

If the source text in syscomments was deleted, truncated, or otherwise
corrupted, dbcc upgrade_object may report syntax errors. If the source text
was not hidden, use sp_helptext to verify the completeness of the source
text. If truncation or other corruption has occurred, drop and re-create the
compiled object.

dbcc upgrade_object returns a quoted identifier error if:

e The compiled object was created in a pre-11.9.2 version with quoted
identifiers active (set quoted identifiers on).

*  Quoted identifiers are not active (set quoted identifiers off) in the
current session.

To avoid this error, activate quoted identifiers before running docc
upgrade_object. When quoted identifiers are active, you must use single
quotesinstead of double quotes around quoted dbcc upgrade_object
keywords.

If quoted identifier errors occur, use the set command to activate quoted
identifiers, and then run dbcc upgrade_object to upgrade the object.

Note Quoted identifiers are not the same as literals enclosed in double
quotes. The latter do not require you to perform any special action before
the upgrade.

Temporary table references

If acompiled object such as a stored procedure or trigger refersto a
temporary table (#temp table_name) that was created outside the body of
the object, the upgrade fails, and dbcc upgrade_object returns an error. To
correct this error, create the temporary table exactly as expected by the
compiled object, then execute dbcc upgrade_object again. You need not do
thisif the compiled object is upgraded automatically when it isinvoked.

select * potential problem areas
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If dbcc upgrade_object findsaselect * clause in the outermost query block
of astored procedure, it returns an error, and does not upgrade the object.
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Determining whether
select * should be changed
in views

For example, consider the following stored procedures:

create procedure myproc as
select * from employees
go
create procedure yourproc as
if exists (select * from employees)
print "Found one!"

go

dbcc upgrade_object returnsan error on myproc because myproc includesa
statement with a select * clause in the outermost query block. This
procedure is not upgraded.

dbcc upgrade_object doesnot return an error onyourproc becausethe select
* clause occursin a subquery. This procedure is upgraded.

If dbcc upgrade_object reports the existence of select * in aview, compare
the output of syscolumns for the original view to the output of thetable, to
determine whether columns have been added to or deleted from the table
since the view was created.

For example, suppose you have the following statement:
create view all emps as select * from employees

Before upgrading the all_emps view, use the following queriesto
determine the number of columnsin the original view and the number of
columns in the updated table:

select name from syscolumns

where id = object id("all emps")
select name from syscolumns

where id = object id("employees")

Comparethe output of the two queries. If the table contains more columns
than the view, and retaining the pre-upgrade results of the select *
statement is important, change the select * statement to a select statement
with specific column names. If the view was created from multipletables,
check the columnsin all tables that comprise the view and rewrite the
select statement if necessary.

Warning! Do not execute a select * statement from the view. Doing so
upgrades the view and overwrites the information about the original
column information in syscolumns.
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Another way to determine the difference between the columnsin the view
and in the new tablesisto run sp_help on both the view and the tabl es that
comprise the view.

This comparison works only for views, not for other compiled objects. To
determine whether select * statementsin other compiled objectsneed to be
revised, review the source text of each compiled object.

Using database dumps in upgrades

Upgrading using dump and load

You can load pre-12.5 database dumps and transaction logs and upgrade
the databases.

Some issues of which to be aware:

»  Upgrading requires spacefor copying dataand |ogging changesto the
system tables during the upgrade process. If the source databasein the
dump was nearly full, the upgrade process might fail dueto
insufficient space. While thisis expected to be uncommon, you can
use alter database to extend the free spacein the event of insufficient-
space errors.

e After reloading an older dump, run sp_checkreswords from the new
installation on the loaded database to check for reserved words.

Upgrading compiled objects in database dumps
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When you | oad a database dump that was created in an earlier version than
the current Adaptive Server, you are not required to perform the pre-
upgrade tasks before loading the dump. Therefore, you do not receive any
notification if the compiled objects in your database dump are missing
their source text. After loading a database dump, run sp_checksource to
verify the existence of the source text for all compiled objectsin the
database. Then, you can alow the compiled objectsto be upgraded asthey
are executed, or you can run dbcc upgrade_object to find potential
problems and upgrade objects manually.

See the Reference Manual: Procedures.
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Determining whether a compiled object has been upgraded

To determine whether a compiled object has been upgraded, do one of the
following:

e Look at thesysprocedures.version column. If the object was upgraded,
this column contains the number 12500.

e |f you are upgrading to a 64-bit pointer size in the same version, look
at the sysprocedures.status column. If the object has been upgraded,
and is using 64-bit pointers, this column contains a hexadecimal bit
setting of 0x2 to indicate that the obj ect uses 64-bit pointers. If thisbit
isnot set, it indicatesthe object isstill a32-bit object, and has not been
upgraded.
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CHAPTER 12

Developing a Backup and
Recovery Plan

Adaptive Server has automatic recovery procedures that protect you
from power outages and computer failures. To protect yourself against
media failure, make regular and frequent backups of your databases.

This chapter provides information to help you devel op a backup and
recovery plan. Thefirst part of this chapter isan overview of Adaptive
Server backup and recovery processes. The second part of this chapter
discusses the backup and recovery issues that you should address before

you begin using your system for production.

If your site uses storage management services provided by the IBM Tivoli
Storage Manager, see alsoUsing Backup Server with IBM Tivoli Sorage

Manager.
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Keeping track of database changes

Adaptive Server uses transactions to keep track of all database changes.
Transactions are Adaptive Server units of work. A transaction consists of
one or more Transact-SQL statements that succeed—or fail—as a unit.

Each SQL statement that modifiesdatais considered atransaction. Users
can also define transactions by enclosing a series of statements within a
begin transaction...end transaction block. See Chapter 18, “ Transactions:
Maintaining Data Consistency and Recovery,” in the Transact-SQL Users
Guide.

Each database hasits own transaction log, the system table syslogs. The
transaction log automatically records every transaction issued by each
database user. You cannot turn off transaction logging.

The transaction log isawrite-ahead log. When a user issues a statement
that modifies the database, Adaptive Server writesthe changesto thelog.
After al changes for a statement have been recorded in the log, they are
written to an in-cache copy of the data page. The data page remainsin
cache until the memory is needed for another database page. At that time,
it iswritten to disk.

If any statement in a transaction fails to complete, Adaptive Server
reverses all changes made by the transaction. Adaptive Server writes an
“end transaction” recordto thelog at the end of each transaction, recording
the status (success or failure) of the transaction.

Getting information about the transaction log

306

Thetransaction log contai ns enough information about each transaction to
ensurethat it can berecovered. Usethe dump transaction command to copy
the information it contains to tape or disk. Use sp_spaceused syslogs to
check the size of thelog, or sp_helpsegment logsegment to check the space
available for log growth.

Warning! Do not use insert, update, or delete commands to modify
syslogs.
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Using delayed _commit to determine when log records are

committed

A relational database is required to ensure a number of transaction
properties, including atomicity, consistency, integrity and durability
(known as the ACID properties). To ensure this, Adaptive Server adheres
to thefollowing rules; it:

e Writes all operations to the transaction log.
«  Writeslog records before data or index pages are modified.
e Writeslog pages to disk when the transaction’s commit is issued.

« Notifiesthe client application of the successful commit only after
Adaptive Server hasreceived notification of asuccessful writeto disk
from the underlying operating system and /O subsystem.

set delayed_commit is a performance option suitable only for certain
applications. It increases Adaptive Server performance for data

mani pulation language (DML) operation, (for example, insert, update,
delete), but increases the risk of losing your data during a system failure.
Performance gains depend on the application in use.

The types of applications that benefit from set delayed_commit typically
include short transactions that are sent rapidly and serially to Adaptive
Server. For example, a batch application that issues many insert
statements, with each insert being a separate transaction.

Use the set command to enable delayed _commit for a session, or with
sp_dboption for the database.

After you enable set delayed_commit, the client applicationisnotified of a
successful commit before the corresponding log recordsarewrittento disk.
Thisimproves performance because all but the last |og page are written to
disk, aleviating contention on the last and active log page.

Before you enable set delayed_commit, consider:

e Issuing shudown with nowait can cause data durability issues unless
you issue a checkpoint that finishes before the server shuts down.

e Enabling set delayed_commit for a session affects only that session.
All other sessions’ transactions have all their properties enforced,
including their ACID properties. This also means other sessions’
physical logswritethelast |og page and thelog records corresponding
to asession with set delayed _commit enabled.
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Changes to logging
behavior

Risks of using
delayed_commit
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e setdelayed_commit isredundant on temporary databases and doesnot
provide a performance improvement.

e Useset delayed_commit only after careful consideration of both your
application and operational requirements and your environment.
While the risk to data durability may be very low, the options for
recovery may be time-consuming if your database is large and your
tolerance for missing datais low.

These are the changes to logging behavior when delayed_commit is
enabled.

When a session implicitly or explicitly commits a transaction:
e Theuser log cache (ULC) isflushed to the transaction log in memory.

e Thetask issueswrites on al non-written log pages except the last
(which contains the commit).

e Thetask notifiesthe client application of asuccessful commit without
waiting for the 1/0 to complete.

Note Thistransaction’s“last log page” is written:

e By another transaction when it is no longer the “last log page.”
e By another, non-delayed transaction when it compl etes.

e By acheckpoint or the housekeeper buffer wash mechanism.

« By implicit checkpoints causes (for example, shutdown, dump
database, dump tran, sp_dboption truncate log on checkpoint).

» Thetask isready to continue with the next transaction.

When set delayed_commit is enabled, Adaptive Server notifies the client
application before the actual physical disk write completes. Because of
this, the application perceives that the transaction is complete whether or
not the physical disk write is successful. In the event of a system failure
(disk errors, system crash, and so on), transactions that were not written to
disk (transactions whose commit records were on the last |og page) are not
present after recovery in spite of the application being notified they were
committed.

Systems that require tight system interdependencies, such as through a
messaging system using Real Time Data Services (RTDS), further
complicate the consegquences of using set delayed_commit.

There are two situations where applications can manage the risk:
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e The application maintainsits own trace or log, and, after a system
failure, ensuresthat the database state correspondsto its own trace or
log.

* You can restore the database to the state it was in before the
application was run. This assumes you took a complete database
backup before a batch-job type application is run. In case of failure,
the database backup is loaded and the batch job is restarted

Enabling set You can enableset delayed _commit for adatabase or for asession, with the

delayed_commit session setting overruling the database setting. This means that a session
that enables the option has delayed_commit enabled regardless of the
database setting.

Designating responsibility for backups

Many organizations have an operator who performs all backup and
recovery operations. Only a system administrator, adatabase owner, or an
operator can execute the dump and load commands. The database owner
can dump only his or her own database. The operator and system
administrator can dump and load any database.

See“Using Backup Server for backup and recovery” on page 354 and

Synchronizing a database and its log: checkpoints

A checkpoint writes all dirty pages—pages that have been modified in
memory, but not on disk, since the last checkpoint—to the database
device. The Adaptive Server automatic checkpoint mechanism
guarantees that data pages changed by completed transactions are
regularly written from the memory cache to the database device.
Synchronizing the database and its transaction log shortens the time it
takes to recover the database after a system failure.
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Setting the recovery interval

Typically, automatic recovery takes anywhere between afew secondsand
afew minutes per database. The amount of time depends on the size of the
database, the size of the transaction log, and the number and size of the
transactions that must be committed or rolled back.

Usesp_configure with therecovery interval in minutes parameter to specify
the maximum permissible recovery time. Adaptive Server runs automatic
checkpoints often enough to recover the database within the period of time
you specify.

The default value, 5, allows recovery within 5 minutes per database. To
change the recovery interval to 3 minutes, use:

sp_configure "recovery interval in minutes", 3

Note The recovery interval has no effect on long-running, minimally
logged transactions (such as create index) that are active at thetime
Adaptive Server fails. It may take as much time to reverse these
transactions as it took to run them. To avoid lengthy delays, dump each
database immediately after you create an index on one of its tables.

Automatic checkpoint procedure

Approximately once a minute, the checkpoint task checks each database
on the server to see how many records have been added to the transaction
log since the last checkpoint. If the server estimates that the time required
to recover these transactions is greater than the database's recovery
interval, Adaptive Server issues a checkpoint.

The modified pages are written from cache onto the database devices, and
the checkpoint event is recorded in the transaction log. Then, the
checkpoint task “deeps’ for another minute.

To see the checkpoint task, execute sp_who. The checkpoint task usually
appears as“ CHECKPOINT SLEEP” in the“cmd” column:

fid spid status loginame origname hostname blk spid dbname
tempdbname cmd block xloid threadpool
0 2 sleeping NULL NULL NULL 0 master
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tempdb DEADLOCK TUNE 0 syb_default pool

0 3 sleeping NULL NULL NULL 0 master
tempdb ASTC HANDLER 0 syb default pool

0 4 sleeping NULL NULL NULL 0 master
tempdb CHECKPOINT SLEEP 0 syb default pool

Checkpoint after user database upgrade

Adaptive Server inserts a checkpoint record immediately after upgrading
auser database. Adaptive Server uses this record to ensure that adump
database occurs before a dump transaction occurs on the upgraded
database.

Truncating the log after automatic checkpoints

System administrators can truncate the transaction log when Adaptive
Server performs an automatic checkpoint.

To set the trunc log on chkpt database option, which truncates the
transaction log when an automatic checkpoint occurs, execute this
command from the master database:

sp_dboption database name, "trunc log on chkpt", true

Thisoptionisnot suitablefor production environments because it does not
make a copy of the transaction log before truncating it. Use trunc log on
chkpt only for:

»  Databases whose transaction logs cannot be backed up because they
are not on a separate segment

*  Test databases for which current backups are not important

Note If you leave thetrunc log on chkpt option set to off (the default
condition), the transaction log continues to grow until you truncate it
with the dump transaction command.

To protect your log from running out of space, design your |ast-chance
threshold procedure to dump the transaction log. See Chapter 17,
“Managing Free Space with Thresholds.”
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Free checkpoints

When Adaptive Server has no user tasks to process, a housekeeper wash
task automatically beginswriting dirty buffersto disk. If the housekeeper
task can flush all active buffer poolsin all configured caches, it wakes up
the checkpoint task. The checkpoint task determines whether it must
perform a checkpoint on the database.

Checkpointsthat occur asaresult of the housekeeper wash task are known
as free checkpoints. They do not involve writing many dirty pages to the
database device, since the housekeeper wash task has already done this
work. They may result in a shorter recovery time for the database.

See Chapter 3, “Using Engines and CPUs,” in the Performance and
Tuning Series: Basics.

Manually requesting a checkpoint

Database owners can issue the checkpoint command to force all modified
pagesin memory to bewritten to disk. Manual checkpointsdo not truncate
the log, even if the trunc log on chkpt option of sp_dboption is turned on.

Use the checkpoint command:

» Asaprecautionary measure in special circumstances—for example,
just before a planned shutdown with nowait so that Adaptive Server
recovery mechanisms occur within the recovery interval. (An
ordinary shutdown performs a checkpoint.)

» To cause achange in database options to take effect after executing
sp_dboption. (After you run sp_dboption, an informational message
reminds you to run checkpoint.)

You can use checkpoint to identify one or more databases or use an all
clause, which checkpoints all databases. See the Reference Manual:
Commands.

Automatic recovery after a system failure or shutdown

Eachtimeyou restart Adaptive Server—for example, after apower failure,
an operating system failure, or the use of the shutdown command—it
automatically performs a set of recovery procedures on each database.
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The recovery mechanism compares each database to itstransaction log. If
thelog record for aparticular change is more recent than the data page, the
recovery mechanism reapplies the change from the transaction log. If a
transaction was ongoing at thetime of thefailure, the recovery mechanism
reverses all changes that were made by the transaction.

When you start Adaptive Server, it performs database recovery in this
order:

Recovers master.

Recovers sybsystemprocs.
Recovers model.

Creates tempdb (by copying model).
Recovers sybsystemdb.

Recovers sybsecurity.

N o o~ WN P

Recovers user databases, in order by sysdatabases.dbid, or according
to the order specified by sp_dbrecovery order. See “ Recovery order.”

Users can log in to Adaptive Server as soon as the system databases have
been recovered, but they cannot access other databases until they have
been recovered.

The configuration variable print recovery information determines whether
Adaptive Server displays detailed messages about each transaction on the
consol e screen during recovery. By default, these messages do not appear.

To display messages, use:

sp_configure "print recovery information", 1

Fast recovery

During a server restart after a planned or unplanned shutdown, or during

high availability failover, asignificant portion of timeis spent on database
recovery. Faster recovery minimizes database downtime. The goal of fast
recovery isto:

«  Enhance the performance of database recovery

*  Recover multiple databases in parallel by making use of available
server resources and tuning them intelligently
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»  Provide multiple checkpoint tasks at runtime that can run
concurrently to minimize the work at recovery time

Adaptive Server start-up sequence

The following is the sequence of events at Adaptive Server start-up:
1 System databases are recovered on engine 0.
2 Adaptive Server accepts user connections.

3 All enginesthat are configured to be online during start-up are
brought online.

4  User databases are recovered in parallel by a* self-tuned” number of
recovery tasksusing the default data cache tuned for optimal recovery
performance.

See “Database recovery” on page 315. For information about the
number of recovery tasks, see “Parallel recovery” on page 314.

During an HA failover, failed over user databases are recovered and
brought onlinein parallel.

Bringing engines online early

Parallel recovery

314

Engines are brought online after system databases are recovered, and
before user databases. This allows user databases to be recovered in
parallel, and makes the engines available for online activities.

Enginesare brought onlinein thisfashion only during start-up. Inall other
circumstances, such asfailover, engines are already online on the
secondary server.

With Adaptive Server 12.5.1 and later, during start-up and failover,
databases are recovered in parallel by multiple recovery tasks. Database
recovery isan I/O-intensive process. The timeto recover Adaptive Server
with parallel recovery depends on the bandwidth of the underlying I/O
subsystem. The 1/0 subsystem should be able to handle Adaptive Server
concurrent 1/0 requests.
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With parallel recovery, multipletasksrecover user databases concurrently.
Thenumber of recovery tasksis dependent on the configuration parameter
max concurrently recovered db. The default value of 0 indicates that
Adaptive Server adopts a self-tuning approach in which it does not make
any assumptions on the underlying storage architecture. Statistical 1/0
sampling methods determine the optimal number of recovery tasks
depending on the capabilities of the underlying 1/0 subsystem. An
advisory on the optimal number of recovery tasksis provided. If the
configuration valueis nonzero, Adaptive Server spawns as many tasks as
indicated by the configuration parameter and also by the number of open
databases parameter.

During parallel recovery, the system administrator can force serial
recovery by setting max concurrently recovered db to 1. The active
recovery tasks drain out after completing the recovery of the database that
is being worked on. The remaining databases are recovered serialy.

See Chapter 5, “ Setting Configuration Parameters,” in the System
Administration Guide, Volume 1.

Database recovery
Adaptive Server database recovery includes:

e Log|/O size— Adaptive Server usesthe largest buffer pool available
in the default data cache for log /0. If a pool with the largest buffer
sizeisunavailable, the server dynamically createsthis pool, and uses
the pool for log 1/0. The buffers for this pool come from the default
pool. Recovery tunes the size of the large buffer pool for optimal
recovery performance. If the large pool isavailable but its sizeis not
optimal, Adaptive Server dynamically resizesit, and the default pool,
for optimal recovery performance. The buffer pool configurationsare
restored at the end of recovery.

See Chapter 5, “Memory Use and Performance” in the Performance
and Tuning Series. Basics.

e async prefetch limit —during recovery, the server automatically setsthe
local async prefetch limit for the pools in the default data cache used
by recovery to an optimal value. This overrides any user
specifications for the duration of recovery.

When recovery completes, the original configuration values are
restored.
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Recovery order
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Users can specify the order in which databases are recovered for al or a
subset of user databases. You can use sp_dbrecovery_order to configure
more important databases to be recovered earlier.

To use sp_dbrecovery_order to enter or modify a user-defined recovery
order, you must be in the master database and have system administrator
privileges. Any user, in any database, can use sp_dbrecovery_order to the
user-defined recovery order of databases. See Reference Manual:
Procedures.

sp_dbrecovery_order has an additional parameter indicating the online
ordering.

sp_dbrecovery order [database name [, rec order [,
force [ relax | strict 1111

» relax —the databases are made as they recover (default).
»  strict —the databases are specified by the recovery order.

The default is relax, which means that databases are brought online
immediately when recovery has completed.

Recovery order must be consecutive, starting with 1. You cannot assign a
recovery sequence of 1, 2, 4, with the intention of assigning a recovery
order of 3 to another database at alater time.

Toinsert adatabase into a user-defined recovery sequence without putting
it at the end, enter rec_order and specify force. For example, if databases
A, B, and C have a user-defined recovery order of 1, 2, 3, and you want to
insert the pubs2 database as the second user database to recover, enter:

sp_dbrecovery order pubs2, 2, force

This command assigns arecovery order of 3 to database B and arecovery
order of 4 to database C.

Adaptive Server 12.5.1 and later uses parallel recovery tasksto determine
the next database to recover according to the user-specified order. The
remaining databases are recovered in the order of their database IDs. The
timeto recover adatabaseis dependent on many factors, including the size
of the recoverable log. Therefore, although you determined the recovery
order with sp_dbrecovery_order, Adaptive Server may complete the
database recovery in an order other than which it started. For applications
that must enforce that databases are brought onlinein the same order asthe
recovery order, Adaptive Server provides the strict option in
sp_dbrecovery_order.
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Changing or deleting the recovery position of a database

To change the position of adatabase in a user-defined recovery sequence,
delete the database from the recovery sequence and then insert it in the
position you want it to occupy. If the new position is not at the end of the
recovery order, use the force option.

To delete adatabase from arecovery sequence, specify arecovery order of
-1

For example, to move the pubs2 database from recovery position 2 to
recovery position 1, delete the database from the recovery sequence and
then reassign it arecovery order as follows:

sp_dbrecovery order pubs2, -1
sp_dbrecovery order pubs2, 1, "force"

Listing the user-assigned recovery order of databases
To list the recovery order of all databases assigned a recovery order, use:

sp_dbrecovery order
This generates output similar to:

The following databases have user specified recovery order:

Recovery Order Database Name Database Id
1 dbccdb 8
2 pubs2 5
3 pubs3 6
4 pubtune 7

The rest of the databases will be recovered in default database id order.

To display the recovery order of a specific database, enter the database
name:

1> sp_dbrecovery order pubs2
2> go

Database Name Database id Recovery Order
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Parallel checkpoints

Recovery state
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A pool of checkpoint tasksworkson thelist of active databasesin parallel.
This poal is controlled by the configuration parameter number of
checkpoint tasks. Where thereisacheckpoint bottleneck, more checkpoint
tasks trand ate to shorter recoverable logs, and recovery has less work to
doin case of afailure, thusimproving availability.

Thedefault value of number of checkpoint tasks is 1, for serial checkpoints.
The number of engines and number of open databases limit the value for
this parameter. To facilitate parallel recovery, configure the maximum
number of enginesto be online at start-up. When you reduce the value for
this parameter, checkpoints drain out, and when you increase the value,
additional tasks are spawned.

Checkpoaints are |/O-intensive; therefore, the effectiveness of parallel
checkpointsis dependent on the layout of the databases and performance
of the underlying 1/0O subsystem. Tune number of checkpoint tasks
depending on the number of active databases and the ability of the 1/O
subsystem to handle writes.

See Chapter 5, “ Setting Configuration Parameters,” in the System
Administration Guide, Volume 1.

The global variable @@ recovery state determines if Adaptive Server is
in recovery. The valuesthat @@ recovery state can have are:

* NOT_IN_RECOVERY — Adaptive Server is not in start-up recovery
or in failover recovery. Recovery has been completed and all
databases that can be online are brought online.

» RECOVERY_TUNING—Adaptive Server isinrecovery (either start-
up or failover) and is tuning the optimal number of recovery tasks.

« BOOTIME_RECOVERY — Adaptive Server isin start-up recovery
and has completed tuning the optimal number of tasks. Not all
databases have been recovered.

* FAILOVER_RECOVERY —Adaptive Server isinrecovery during an
HA failover and has completed tuning the optimal number of
recovery tasks. All databases are not brought online yet.

@@recovery_state can be used by applications to determine when all the
databases are recovered and brought online.
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Tuning for fast recovery

This section discusses are some guidelines on tuning Adaptive Server to
reduce recovery time.

Database layout

» Databases should have logs and data on their own physical devices.
The access patterns for log and data are different and should be kept
Separate.

«  Configure the underlying I/O subsystem to handle concurrent I/O
reguests from multiple databases in Adaptive Server.

Runtime configuration suggestions

e Configure an optimal housekeeper wash percentage controlled by
housekeeper free write percent, so that during free cycles dirty pages
are written out. The default valueis usually optimal.

e Ensurethat long-running transactions are kept to a minimum. Long-
running transactions hold resources and can also cause longer
recovery times.

e Toavoid longer recovery times, using polite shutdown to shut down
the server.

Setting space accounting

If data space accounting is not essential for a database, set the database
option to turn off free space accounting using sp_dboption. This disables
threshold actions on the data segment.

Fault isolation during recovery

The recovery procedures, known simply as “recovery,” rebuild the
server’s databases from the transaction logs. The following situations
cause recovery to run:

e Adaptive Server start-up

e Useof theload database command
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e Useof theload transaction command

The recovery isolation mode setting controls how recovery behaveswhen
it detects corrupt data while reversing or reapplying atransaction in a
database.

If an index is marked as suspect, the system administrator can repair this
by dropping and re-creating the index.

Recovery fault isolation provides the ability to:

»  Configure whether an entire database, or only the suspect pages,
become inaccessible when recovery detects corruption

e Configure whether an entire database with suspect pages comes
onlinein read_only mode, or whether only the online pages are
accessible for modification

e List databases that have suspect pages

e List the suspect pagesin a specified database by page ID, index ID,
and object name

e Bring suspect pagesonlinefor the system administrator whilethey are
being repaired

e Bring suspect pagesonlinefor all database users after they have been
repaired

The ability to isolate only the suspect pages while bringing the rest of the
database online providesagreater degree of flexibility indealing with data
corruption. You can diagnose problems, and sometimes correct them,
while most of the database remains accessible to users. You can assessthe
extent of the damage and schedule emergency repairs or reload for a
convenient time.

Recovery fault isolation applies only to user databases. Recovery aways
takes a system database entirely offlineif it has any corrupt pages. You
cannot recover a system database until you have repaired or removed all
of its corrupt pages.

Persistence of offline pages

Suspect pages that you have taken offline remain offline when you restart
the server. Information about offline pagesis stored in
master.dbo.sysattributes.
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Use the drop database and load database commands to clear entries for
suspect pages from master.dbo.sysattributes.

Configuring recovery fault isolation

When Adaptive Server isinstalled, the default recovery isolation modeis
databases, which marks a database as suspect and takes the entire database
offlineif it detects any corrupt pages.

Isolating suspect pages

To isolate the suspect pages so that only they are taken offline, while the
rest of the database remains accessible to users, use
sp_setsuspect_granularity to set the recovery isolation mode to page. This
mode isin effect the next time that recovery is performed in the database.
See Reference Manual: Procedures.

Without the database or page argument, sp_setsuspect_granularity
displays the current and configured recovery isolation mode settings for
the specified database. Without any arguments, it displays those settings
for the current database.

If corruption cannot be isolated to a specific page, recovery marks the
entire database as suspect, even if the recovery isolation modeis set to
page. For example, a corrupt transaction log or the unavailability of a
global resource causes this to occur.

When recovery marks specific pages as suspect, the default behavior isfor
the database to be accessible for reading and writing with the suspect
pages offline and therefore inaccessible. However, if you specify the
read_only option to sp_setsuspect_granularity, and recovery marks any
pages as suspect, the entire database comes onlinein read_only mode and
cannot be modified. If you prefer theread_only option, but in certain cases
you are comfortable allowing users to modify non-suspect pages, you can
make the online portion of the database writable with sp_dboption:

sp_dboption pubs2, "read only", false

In this case, the suspect pages remain offline until you repair them or force
them, as described in “ Bringing offline pages onling” on page 323.
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Raising the number of suspect pages allowed

The suspect escalation threshold is the number of suspect pages at which
recovery marks an entire database suspect, even if the recovery isolation
mode is page. By default, it is set to 20 pagesin a single database. Use
sp_setsuspect_threshold to change the suspect escalation threshold. See
Reference Manual: Procedures

You configurerecovery fault isol ation and the suspect escal ation threshol d
at the database level.

This example shows that the recovery isolation mode for the pubs2
database was page and the escalation threshold was 20 the last time
recovery ran on this database (the current suspect threshold values). The
next time recovery runs on this database, the recovery isolation modeis
page and the escalation threshold is 30 (the configured values).

sp_setsuspect granularity pubs2

DB Name Cur. Suspect Gran. Cfg. Suspect Gran. Online mode

pubs2 page page read/write

sp_setsuspect threshold pubs2

DB Name Cur. Suspect threshold Cfg. Suspect threshold

With no arguments, sp_setsuspect_granularity and
sp_setsuspect_threshold display the current and configured settingsfor the
current database, if it is a user database.

Getting information about offline databases and pages
Use sp_listsuspect_db to see which databases have offline pages.

The following example displays general information about the suspect
pages.

sp_listsuspect db
The database 'dbtl' has 3 suspect pages belonging to 2 objects.

Use sp_listsuspect_page to display detailed information about individual
offline pages.
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If you do not specify the dbname, the default is the current database. The
following example shows the detailed page-level output of
sp_listsuspect_page in the dbt1 database.

sp_listsuspect page dbtl

DBName Pageid Object Index Access
dbt1l 384 tabl 0 BLOCK_ ALL
dbt1l 390 tabl 0 BLOCK_ ALL
dbt1l 416 tabl 1 SA ONLY

(3 rows affected, return status = 0)

If thevalue in the Access columnis SA_ONLY, and the suspect pageis 1,
the suspect page is accessible only to users with the sa_role. If it is
BLOCK_ALL, no one can access the page.

Any user can run sp_listsuspect_db and sp_listsuspect_page from any
database.

Bringing offline pages online

Use sp_forceonline_db to make all the offline pagesin a database
accessible, and usesp_forceonline_page to makeanindividual offline page
accessible. See Reference Manual: Procedures.

Specify the type of access with both of these procedures.

“sa_on” makes the suspect page or database accessible only to users
with the sa_role. Thisis useful for repairing the suspect pages and
testing the repairs while the database is up and running, without
allowing normal users access to the suspect pages. You can also useit
to perform adump database or adump transaction with no_log on a
database with suspect pages, which would be prohibited if the pages
were offline.

“sa_off” blocks access to al users, including system administrators.
Thisreverses aprevious sp_forceonline_db or sp_forceonline_page
with “sa_on.”

“all_users” brings offline pages onlinefor all usersafter the pageshave
been repaired.
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Fault isolation during recovery

Unlike bringing suspect pages online with “sa_on” and then making
them offline again with “sa_off,” when you use sp_forceonline_page
or sp_forceonline_db to bring pages online for “all users,” this action
cannot be reversed. There is no way to make the online pages offline

again.

Warning! Adaptive Server does not perform any checks on pages
being brought online. Ensure that pages being brought online have
been repaired.

You cannot execute sp_forceonline_db or sp_forceonline_page inside a
transaction.

You must have the sa_role and be in the master database to execute
sp_forceonline_db and sp_forceonline_page.

Index-level fault isolation for data-only-locked tables

When pages of an index for adata-only-locked table are marked as suspect
during recovery, the entire index is taken offline. Two system procedures
manage offline indexes:

* sp_listsuspect object
* sp_forceonline_object

In most cases, a system administrator uses sp_forceonline_object to make
a suspect index available only to those with the sa_role. If t