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About This Book

Audience

How to use this book

Administration Guide

This book is for OpenSwitch™ version 15.1 system administrators and
assumes that you have:

General knowledge of your operating system platform

Familiarity with platform-specific commands used to manipulate the
software and hardware

General knowledge of Sybase® servers

General knowledge of failover systems

This document describes OpenSwitch version 15.1 administration and
contains the following chapters:

Chapter 1, “Overview” — describes OpenSwitch functionality,
features, and deployment issues.

Chapter 2, “ Concepts and Procedures’ — covers concepts,
terminology, and procedures.

Chapter 3, “OpenSwitch Manager,” — describes the OpenSwitch
Manager and provides instructions to use it to manage and monitor
OpenSwitch servers, Adaptive Servers, pools, coordination modules,
and processes.

Chapter 4, “ Starting and Stopping OpenSwitch and RCMs’ —
describes how to start and stop OpenSwitch from the command line,
and provides an easy-reference table of flags used to enable Open
Server™ debugging messages.

Chapter 5, “Using the Configuration File’ —describes the sections of
the configuration file.

Chapter 6, “Using Mutually-aware OpenSwitch Servers,” describes
how to configure and use mutually-aware OpenSwitch servers.

Chapter 7, “Registered Procedures’ — describes how to invoke
registered procedures directly or viaremote procedure calls, and
provides reference pages for each registered procedure.



Related documents

Chapter 8, “Notification Procedures’ — describes a special kind of
registered procedure that can be used by applications outside Open
Client™ to be notified when certain events occur within OpenSwitch.

The Sybase OpenSwitch documentation set consists of':

OpenSwitch Release Bulletin — contains last-minute information not
documented el sewhere, and descriptions of known problemsand available
workarounds.

A more recent version of the release bulletin may be available on the
World Wide Web. To check for critical product or document information
that was added after the rel ease of the product CD, usethe Sybase Product
Manuals at http://www.sybase.com/support/manuals/.

OpenSwitch Installation Guide — describes system requirements and
provides installation and configuration procedures for OpenSwitch
software.

OpenSwitch New Features Guide—describesthe new and updated features
in OpenSwitch.

OpenSwitch Administration Guide (this book) — explains how to
administer OpenSwitch and how to configure the product after
installation.

OpenSwitch Manager online help —describes the tasksyou can performin
OpenSwitch Manager.

OpenSwitch Coordination Module Reference Manual — describes how to
develop and use OpenSwitch coordination modules.

OpenSwitch Error Message Guide — explains how to troubleshoot
problems that you may encounter when using OpenSwitch, and provides
explanations of error messages.

Sybase Software Asset Management User 's Guide— describes Sybase asset
management configuration concepts and tasks.

FLEXnet Licensing User Guide — this Macrovision manual explains
FLEXnet Licensing for administrators and end users and describes how to
use the tools which are part of the standard FLEXnet Licensing
distribution kit from Sybase.

SAMreport Users Guide — this Macrovision manual explains how to use
SAMreport, areport generator that helps you monitor the usage of
applications that use FLEXnet Licensing.

OpenSwitch
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Other sources of
information

Sybasecertifications

on the Web

Administration Guide

Use the Sybase Getting Started CD, the SyBooks™ CD, and the Sybase
Product Manuals Web site to |earn more about your product:

The Getting Started CD contains rel ease bulletins and installation guides
in PDF format, and may also contain other documents or updated
information not included on the SyBooks CD. It isincluded with your
software. To read or print documents on the Getting Started CD, you need
Adobe Acrobat Reader, which you can download at no charge from the
Adobe Web site using alink provided on the CD.

The SyBooks CD contains product manuals and is included with your
software. The Eclipse-based SyBooks browser allows you to access the
manuals in an easy-to-use, HTML-based format.

Some documentation may be provided in PDF format, which you can
access through the PDF directory on the SyBooks CD. To read or print the
PDF files, you need Adobe Acrobat Reader.

Refer to the SyBooks Installation Guide on the Getting Started CD, or the
README.txt file on the SyBooks CD for instructions on installing and
starting SyBooks.

The Sybase Product Manual s Web siteisan online version of the SyBooks
CD that you can access using a standard Web browser. In addition to
product manuals, you will find links to EBFs/Maintenance, Technical
Documents, Case Management, Solved Cases, newsgroups, and the
Sybase Developer Network.

To access the Sybase Product Manuals Web site, go to Product Manuals at
http://lwww.sybase.com/support/manuals/.

Technical documentation at the Sybase Web site is updated frequently.

[JFinding the latest information on product certifications

1

4

Point your Web browser to Technical Documents at
http://www.sybase.com/support/techdocs/.

Click Certification Report.

Inthe Certification Report filter select a product, platform, and timeframe
and then click Go.

Click a Certification Report title to display the report.

[JFinding the latest information on component certifications

1

Point your Web browser to Availability and Certification Reports at
http://certification.sybase.com/.

Xi



Sybase EBFs and

software

maintenance

Conventions

Xii

Either select the product family and product under Search by Base
Product; or select the platform and product under Search by Platform.

Select Search to display the availability and certification report for the
selection.

[ICreating a personalized view of the Sybase Web site (including support
pages)

Set up aMySybase profile. MySybase isafree servicethat allowsyou to create
apersonalized view of Sybase Web pages.

1 Point your Web browser to Technical Documents at

http://www.sybase.com/support/techdocsl/.

2 Click MySybase and create a MySybase profile.

[IFinding the latest information on EBFs and software maintenance
1 Point your Web browser to the Sybase Support Page at

http://lwww.sybase.com/support.

Select EBFs/Maintenance. If prompted, enter your MySybase user name
and password.

Select a product.

Specify atime frame and click Go. A list of EBF/Maintenance releasesis
displayed.

Padlock iconsindicate that you do not have download authorization for
certain EBF/Maintenance releases because you are not registered as a
Technical Support Contact. If you have not registered, but have valid
information provided by your Sybase representative or through your
support contract, click Edit Roles to add the “ Technical Support Contact”
role to your MySybase profile.

Click the Info icon to display the EBF/Maintenance report, or click the
product description to download the software.

The following style conventions are used in this manual:

Commands for the C shell, Bash shell, and Bourne shell are provided in this
document, when they differ. The initialization file for the C shell is called
.cshrc. Theinitialization file for the Bash and Bourne shell iscalled .profile. If
you are using a different shell, such as the Korn shell, refer to your shell-
specific documentation for the correct command syntax.

OpenSwitch
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Accessibility
features

Administration Guide

Key Definition

commands and methods Command names, command option names, utility
names, utility flags, Java methods/classes/packages,
and other keywords arein lowercase Arial font.

variable Italic font indicates:
» Program variables, such as myServer
e Partsof input text that must be substituted, for
example:
Server.log

* Filenames

File | Save Menu names and menu items are displayed in plain
text. Thevertical bar showsyou how to navigate menu
selections. For example, File | Save indicates “ select
Save from the File menu.”

package 1 Monospace font indicates:

» Information that you enter in a GUI interface, a
command line, or as program text

» Sample program fragments
e Sample output fragments

This document is availablein an HTML version that is specialized for
accessibility. You can navigate the HTML with an adaptive technol ogy such as
a screen reader, or view it with a screen enlarger.

OpenSwitch version 15.1 and the HTML documentation have been tested for
compliance with U.S. government Section 508 Accessibility requirements.
Documents that comply with Section 508 generally also meet non-U.S.
accessibility guidelines, such as the World Wide Web Consortium (W3C)
guidelines for Web sites.

Note You might need to configure your accessibility tool for optimal use.
Some screen readers pronounce text based on its case; for example, they
pronounce ALL UPPERCASE TEXT asinitials, and Mixed Case Text as
words. You might find it helpful to configure your tool to announce syntax
conventions. Consult the documentation for your tool.

For information about how Sybase supports accessibility, see Sybase
Accessibility at http://www.sybase.com/accessibility. The Sybase Accessibility
site includes links to information on Section 508 and W3C standards.

Xiii



If you need help Each Sybaseinstallation that has purchased a support contract has one or more
designated people who are authorized to contact Sybase Technical Support. If
you cannot resolve aproblem using the manuals or online help, please have the
designated person contact Sybase Technical Support or the Sybase subsidiary

in your area.
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CHAPTER 1

Overview

This chapter introduces important concepts about OpenSwitch.

Topic Page
What is OpenSwitch? 1
Connection management 2
Configuration 13
Deployment issues 14

What is OpenSwitch?

OpenSwitch is a Sybase Open Server™ gateway placed between client
connections such asisql, or any application developed using Sybase Open
Client, ODBC, or JDBC™ libraries, and two or more Adaptive Servers.

Administration Guide

OpenSwitch transparently transfers incoming connections to Sybase
server products, such as an Adaptive Server® or another Open Server
application (including another instance of OpenSwitch), either manually
in response to an administrative request, or automatically in response to

an Adaptive Server failure.

Figure 1-1: Basic OpenSwitch functionality

isql

Server A

% OpenSwitch

—
gl . L
T Admin [p=g| Switch
— (isql) |H request T
JDBC client ]

er B



Connection management

Any OpenSwitch connection switch remains transparent to the client
application, and does not require disconnecting and reconnecting. Client
applications are presented with a view of one stable connection while behind
the scenes, servers are started and stopped for maintenance, failover, batch
processing, and so on.

Connection management

This section describes how OpenSwitch manages connections between client
applications and Adaptive Servers and includes references to more detailed
information.

Connection migration

Each incoming client application connectionisloosely coupled viaan outgoing
connection to aremote Adaptive Server, allowing OpenSwitch to transparently
replace the outgoing connection with a connection to any other server without
disturbing the client connection. OpenSwitch attempts to track and restore as
much connection state information as possible on each client, such as current
database context and transaction state, to ensure that no connection isdisturbed
while information is being actively transferred between the client and the
remote Adaptive Server. See “ Managing connectionsand threads” on page 28
for more information.

Failure detection and recovery

OpenSwitch monitors several important aspects of communi cation between an
incoming client connections and remote Adaptive Servers:

e Transaction state — whether the connection isin the middle of an open
transaction.

e Communications state — whether the connection is actively
communicating with the Adaptive Server.

»  Connection state—whether the connectioniscurrently established withthe
Adaptive Server.

2 OpenSwitch
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Msg 1205, Level 13,

Server 'OpenSwitch'

If the connection to the remote Adaptive Server is shut down, or the connection
iskilled, OpenSwitch automatically transfers the connection to the next
available Adaptive Server.

At thetimeof failure, if the client connection iseither actively communicating
with the Adaptive Server (based upon the communications state), or is
involved in an open transaction (based upon the transaction state), the client is
issued a“ deadlock” message indicating that the client should reissue the last
transaction sent. For example:

State 0

Your command (process id #8) was deadlocked with another process and has been
chosen as deadlock victim. Re-run your command

If the client connection isidle, the switch to the failover server is completely
transparent.

See “Failure detection” on page 38 for more information.

Connection termination

When OpenSwitch begins switching connections, all idle connections are
immediately switched to the secondary Adaptive Server, and all busy
connections are tagged to be switched when they go idle. Aninternal service
thread within OpenSwitch tracks busy connections that are tagged for
switching. If the connection remains busy for a period of time that is defined
by the system administrator, the connection is terminated or canceled. See
“Managing switch requests’ on page 33.

Suspending and resuming connections

Administration Guide

Under some circumstances, you may need to shut down aremote server for a
period of timeto perform some maintenance task. For example, to synchronize
two servers, you must suspend all of that server’s activity.



Connection management

Figure 1-2: Suspend and resume example

Suspend connections

E Clients
OpenSwitch Primary
8*'
Synchronize
disks
Chec kpnint ﬁ
-
«il.

Primary
Resume activities =
OpenSwitch

Reporting

OpenSwitch provides a mechanism to suspend a group of connections (either
by pool, server, or individual connection) so that no activity is performed on
the server until the connections are resumed.

See rp_stop on page 227 and rp_start on page 225 for instructions.

Server pools and routing

OpenSwitch allows you to create one or more logical groups of servers (each
group containing any number of Adaptive Servers), and to route individual
connections to a given pool of servers using the incoming user name, the host
name, or the application name of the connection asillustrated in Figure 1-3 on
page 5. This ensures that administrative requests or automatic failover occurs
at the same time and in the same way for all application users.

4 OpenSwitch
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Figure 1-3: Routing example

PowerBuilder

Pool A

Pool C

Load balancing and

Administration Guide

Pool B

Inthisexample, all incoming PowerBuilder® connectionsarerouted to Pool A,
for which the primary server is Server 1 and thefailover server isServer 2. The
JDBC client connections are routed to Pool C, for which the primary server is
Server 2 and the failover server is Server 3. All isgl connections are routed to
Pool B, for which the primary server is Server 3 and the failover server is
Server 4.

See “Defining pools’ on page 23 for more information about using server
pools and routing.

chaining

When you define a pool, you can assign it one of two modes—chained or
balanced. The mode determines how connections are assigned or routed to
serversin the pool and how connections are managed during failover.



Connection management

Chained mode

In chained mode, all connections are routed to the first server defined within
the pool that has a status of “UP” or “LOCKED,” and administrative switch
requests or automatic failover sends all connections to the next server in the
pool, asillustrated in Figure 1-4. The order in which serversare accessed isthe
same order in which they were defined in the pool.

Figure 1-4: Chained mode failover

Client applications Server 1 Before failover
nSwitch
Opens
- Chained
— Server 2  pool A
@H
——
Client applications
pp Server 1 After failover
OpenSwitch
Chained
El Server 2 — P-OO' A
3&_
—

Balanced mode

In balanced mode, incoming connections are simultaneously routed to all
serversin apool that have a status of “UP” or “LOCKED” until a server fails,
effectively balancing the user load across all servers. When a server fails, al
connections on the failed server are redistributed, in round-robin fashion,
among the remaining servers, asillustrated in Figure 1-5 on page 7. The order
in which servers are assigned is determined by the order in which they are
defined in the pool.

OpenSwitch
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Figure 1-5: Balanced mode failover

E Client
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E Client Failover to Server 2
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e
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Server 1
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In both chained and balanced modes, any failed attempt to log into, or fail over
to, aserver that has a state of “UP” routes the client connection to the next
server inthe pool with astatusof “UP” or “LOCKED.” If all serverswithinthe
pool are exhausted, incoming connections are disconnected from OpenSwitch,
and a message indicating that no servers are available is returned.

Connection pools and caching

With itsdefault behavior, OpenSwitch uses approxi mately twice the amount of
time normally taken by an application to connect to an Adaptive Server. After
aconnection has been established to OpenSwitch, another outgoing connection
must be established to the remote Adaptive Server.

Administration Guide
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Mutually-aware O

Clients

Clients

|

To reducethisoverhead, OpenSwitch provides connection pool caching, which
allows you to retain connections from specific applications, users, or clients
following their disconnection from the client. If the same client reconnects
before a specified caching timeout period, the cached connection isreassigned.

Connection caching can benefit applications that rapidly create and drop
connections during normal work, such as Web applications or queries through
Adaptive Server site handlers. See “Using connection caching” on page 33.

penSwitch server support

OpenSwitch supports a redundant environment with two “mutually-aware’
OpenSwitch servers that serve the same pools of two database servers. Each
OpenSwitch server is aware of the other OpenSwitch server and whether the
connections and Adaptive Server for which that server is responsible are

running or not, which prevents a OpenSwitch from being a single point of
failure.

Figure 1-6: Mutually-aware OpenSwitch servers
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See Chapter 6, “Using Mutually-aware OpenSwitch Servers,” to configure
this functionality.

External coordination using coordination modules

Administration Guide

The default behavior of OpenSwitch is to automatically attempt to migrate
individual failed connections asthey fail. That is, if asingle connection fails,
itisimmediately migrated to the next available server according to the mode
of the pool in which the connection resides. However, you may want to
coordinate the switching process around certain operation or business
reguirements.

For example, rather than immediately migrating a connection to the next
available Adaptive Server, you may first want to attempt to reconnect to the
failed server to ensure that it has failed. Or, you may want to switch all
connections to the server if a single connection fails unexpectedly.

More importantly, you may need to coordinate the switching process with an
external high-availability (HA) solution such as Replication Server®. Inthis
case, afailover should not occur until the HA service has completed the
necessary stepsto bring the backup server online, such as waiting until
replication queues are synchronized between servers.

For these situations, OpenSwitch provides a simple application programming
interface (API) for developing an external coordination module (CM). When
connected to an OpenSwitch, a coordination modul e receives event
notifications based on connection state changes (for example, a user attempts
tologin, or aconnection islost to a server), and is expected to respond to
OpenSwitch, informing it of any actionsto take, asillustrated in Figure 1-7 on

page 10.
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Figure 1-7: Coordination module example
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In this example:

1

Server 1 goes down unexpectedly; for example, due to a power outage or
an explicit shutdown.

As soon as the connection is lost, the coordination module receives a
message indicating which connection was lost, and to which Adaptive
Server that connection was communicating. The connection that was lost
suspends within the OpenSwitch until the coordination module responds
with what should happen to the connection.

The coordination module now communicates with the high-availability
solution, inthiscase, areplication agent, to ensurethat Server 2isinastate
that all users can rely on, such as ensuring that all transactions have been
successfully migrated through the replication agent. The coordination
modul e could, at this point, attempt to automatically recover Server 1
before attempting to switch usersto Server 2.

The coordination module responds to the OpenSwitch server that all
connectionsthat are using Server 1 should now switch to the next available
Adaptive Server, in this case, Server 2.

All connections are switched, asrequested by the coordination module, to
the next available server. Connections areissued a“ deadlock” message, if
necessary.

OpenSwitch



Chapter 1  Overview

Because the coordination module can intercept and respond to every
connection state change, including client login, you can also useit to override
any of the built-in OpenSwitch pooling and routing mechanisms with
application- or business-specific logic.

If the OpenSwitch is configured to use a coordination module and one is not
available when a connection changes state, the connection suspends until a
coordination module comes online, at which time all pending notifications are
delivered.

See the OpenSwitch Coordination Module Reference Manual to develop and
use OpenSwitch coordination modules.

Resource governing

Administration Guide

Often, when attempting to coordinate a combined decision-support system
(DSS) where users read the data in the database but never write to it, and an
online transaction processing (OLTP) environment where application end
users write to the back-end database, DSS users tend to use large amounts of
resources on the remote Adaptive Server.

OpenSwitch allows you to automatically cancel or terminate connections that
overuse Adaptive Server by setting the RMON parameter to 1inthe[CONFIG]
section of the OpenSwitch configuration file, then using the
[LIMIT_RESOURCE] section to set the maximum amount of a resource that
can be consumed by a given connection.

Note You must set the RMON parameter in the [CONFIG] section to have the
optionsin the [LIMIT_RESOURCE] section take effect.

This allows you to define resource limits in terms of user name, application
name, and host name of incoming user connections, so you can define different
resource limits based on the type of incoming connection. You can also
configure the resource monitor to either forcibly terminate offending
connections, or cancel the current query and return control to the client
application with a notification of the reason for the cancellation.

See “[CONFIG]” on page 88 and “[LIMIT_RESOURCE]” on page 117 for
more information.
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User messaging

Similar to the standard UNIX wall or write command, OpenSwitch can
selectively broadcast administrative messages to client connections that are
being actively managed. These messages display as informational server
messages during the next executed command batch.

See Chapter 8, “Notification Procedures’ for more information.

Dynamic SQL support

Execute-immediate

12

Dynamic SQL isthe process of generating, preparing, and executing SQL
statements at runtime using commands initiated by the Client-Library™
ct_dynamic routine.

These dynamic SQL statements are supported in OpenSwitch:

* CS_PREPARE —OpenSwitch stores prepared statementsin aninternal list.
If the connected Adaptive Server fails, OpenSwitch fails over to the next
Adaptive Server in the pool and re-prepares any existing prepared
statements. If CS_DEALLOC isused for a particular statement, that
statement is removed from thelist and is not failed over.

. CS_EXECUTE, CS_EXECUTE_IMMEDIATE, CS_DESCRIBE_INPUT,
CS_DESCRIBE_OUTPUT —if afailover occurswhile these statements are
active, a 1205 error is returned to the client, and the client must reissue
these statements.

* CS_CURSOR_DECLARE —if adynamic cursor is active during afailover,
the cursor is redeclared to the new server and the cursor is positioned to
the point of the last successful fetch. A 1205 error isissued to the client,
and the client must reissue the last fetch.

See Chapter 7, “Using Dynamic SQL Commands’ in the Open Client
Client-Library/C Programmer’s Guide for more information.

There are two methods of executing dynamic SQL commands—
execute-immediate, and prepare-and-execute.

In the execute-immediate method, the client application sends the server a
ct_dynamic command that executes aliteral statement.

OpenSwitch
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Execute-immediate is usually used for one-time execution, and does not
involve fetchable data. Also, it does not use aunique identifier. Therefore, if a
failover were to occur in the middle of its execution, the entire transaction is
rolled back, and a 1205 deadlock message is sent to the client application.

Prepare-and-execute

In the prepare-and-execute method, the client application sends the server a

sequence of server commandsthat prepares a statement, and executesit one or
moretimes. The application can send additional commandsto query the server
for the formats of the statements’ input parameters and the result set it returns.

Prepare-and-execute is used for commands that are usually executed multiple
times, perhaps with different parameters each time. It can involve fetchable
dataaswell ascursors. It usesauniqueidentifier that must be preserved during
afailover.

International character sets

Configuration

OpenSwitch supports international character sets. OpenSwitch performs
character set conversion of SQL result sets and error messages if the client
character set differs from the OpenSwitch default character set.

See the Open Client and Open Server International Developer’s Guide for
more information.

To configure OpenSwitch, use the standal one configuration tool, manually edit
the OpenSwitch configuration file, or use the OpenSwitch Manager.

Standalone GUI configuration

Administration Guide

OpenSwitch includes a configuration tool with a graphical user interface
(GUI). Access the configuration tool either directly from the OpenSwitch
installation program, or by starting it as a standal one application after
installation.

13
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See Chapter 3, “Configuring OpenSwitch” in the OpenSwitch Installation
Guide for instructions.

Dynamic configuration

You can also define all configurable features of OpenSwitch using atext editor
to modify the external configuration file, which can be reread without
restarting OpenSwitch. This allows for major behavior changes without
interrupting user connections.

See “Using the Configuration File” on page 83 and see the OpenSwitch
Installation Guide for your platform for more information.

OpenSwitch Manager

OpenSwitch 15.1 and later includes OpenSwitch Manager (OSWM), whichis
autility you can use to manage and monitor the OpenSwitch environment. See
Chapter 3, “ OpenSwitch Manager” for more information.

Deployment issues

OpenSwitch has several inherent limitations that may affect different
application environments. Use the descriptions of the following issues to
determine if OpenSwitch is an appropriate tool for a particular environment.

Connection context

OpenSwitch tracks and restores database context changes per incoming user
connections provided that the context changes are made using remote
procedure calls (RPCs) or alanguage call (an explicit USE statement). It does
not, however, track and restore current character set or language context for a
given connection, if the context is changed following theinitial connection.
This may affect multilingual environments.
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Additionally, OpenSwitch cannot track and restore other connection-based
context information stored within Adaptive Server, such as session settings.
For example, aconnection that hasissued a SET SHOWPLAN ON option
resets to OFF following an OpenSwitch switch request. However, when these
options are set programmatically via dboption() or ct_options(), they are
properly restored following a switch request.

Deadlocks and RPCs

OpenSwitch uses the Adaptive Server deadlock message (message number
1205) to notify clients when a switch has occurred that has either caused a
transaction to be rolled back or has returned an incomplete result set. Under
normal circumstances, Adaptive Server also returnsastatus of -3 from astored
procedure, which indicates that the execution has been halted due to deadl ock.
OpenSwitch attempts to emulate this behavior. However, for performance
reasons, OpenSwitch does not return a status of -3 from stored procedures
executed through a SQL language request, such as exec procedure.

Temporary tables and cursors

Performance

Administration Guide

OpenSwitch attempts to restore as much of the original connection context as
possible during a switch, however, it cannot directly restore temporary tables
or server-side cursors established by the client prior to the switch. For details
on handling CT-Lib client-side cursors, see“ Working with client-side cursors”
on page 39. Ensure that all temporary tables and cursors exist only within
single SQL batches or stored procedures submitted by a client.

Adding an extratier of processing in any environment adds overhead between
the client connections and Adaptive Server. When establishing a connection,
the connect time is essentially doubled, as the connection must first be
established to OpenSwitch, which in turn establishes a connection to the
remote Adaptive Server. This may cause performance difficulties for
applications that require the ability to rapidly create and destroy connections.
However, under many circumstances, you can address this issue using
connection caching. See “Connection pools and caching” on page 7.
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Additionally, OpenSwitch must closely monitor all traffic passing between the
Adaptive Server and the client connection to detect connection context
information such as current database context and transaction state, which have
an impact on performance, especially when large result sets are involved.

When you run OpenSwitch in full pass-through mode, it creates a pipeline for
the requests from the clientsto reach the server, and the results from the server
to reach the client, without monitoring and processing each individual request
and result. This reduces the overhead introduced by OpenSwitch in both
directions, and can improve performance significantly. However, it comes at
the loss of the ability to perform context failover (specifically, preserving
connection state information, especially database context) when a server
failure occurs, so it is only recommended for special cases where context
failovers are not needed and failovers need not be seamless.

Note See“[CONFIG]” on page 88 to configure “full pass-thru mode” using
the FULL_PASSTHRU OpenSwitch configuration parameter.

Number of user connections

Because OpenSwitch runs as a single process, it is constrained by the host
environment operating system and any limitation on the number of open files
per user process. In most environments, the open files allowed per user process
is between 1024 to 8192.

Furthermore, OpenSwitch maintai nstwo open connections, onefrom theclient
and one to the remote server.

You can address these i ssues by running multiple instances of the OpenSwitch
process.

Java-based jConnect client applications

Because OpenSwitch is based on Open Client-Library, it does not by default
relay the Tabular Data Stream'" (TDS) tokens DONEPROC and
DONEINPROC from Adaptive Server to the client.
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Administration Guide

Although this does not affect other Client-Library-based client applications, a
Java-based jConnect™ for JIDBC™ client application’s behavior may be
different connecting through Adaptive Server directly versus connecting
through OpenSwitch. For example, when returning from an update table
command, the jConnect client application might compute a row update count
of zerowhen itisgoing through OpenSwitch, even though the updateitself was
successful and involved several rows.

To achieve the behavior that you get using TDS DONEPROC and
DONEINPROC tokens, set the USE_ DONEINPROCS option to 1 in the
[CONFIG] section of the OpenSwitch configuration file. See“[CONFIG]” on
page 88 for more information.
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CHAPTER 2 Concepts and Procedures

This chapter describes OpenSwitch concepts and provides procedures for
performing tasks.

Topic Page
Configuring OpenSwitch 19
Defining servers 20
Defining pools 23
Managing connections and threads 28
Managing failures 37
Working with client-side cursors 39
Enabling SSL support 41

Configuring OpenSwitch

To define Adaptive Servers and pools in your OpenSwitch environment,
you can:

» Usethe configuration tool. Access the configuration tool either
directly from the OpenSwitchinstallation program, or by starting it as
a standal one application after installation. See Chapter 3,
“Configuring OpenSwitch” inthe OpenSwitch Installation Guide for
more information.

*  Usethe OpenSwitch Manager. See Chapter 3, “OpenSwitch
Manager” for more information.

*  Manually edit the OpenSwitch configuration file. See Chapter 5,
“Using the Configuration File” for more information.

Administration Guide 19
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Defining servers

Defining a server

Server state

State

In OpenSwitch terminology, a server is aremote application capable of
receiving and processing TDS requests (the protocol used by clientsto
communicate with the OpenSwitch server), and returning results back to client
applications; for example, Adaptive Server® Enterprise, Sybase® 1Q, or any
Sybase Open Server application.

A server is made available or visible to OpenSwitch via the configuration file
at start-up specified inthe [SERVER] section, or through registered procedures
such asrp_pool_addserver.

Define a server and its associated state using the OpenSwitch configuration
tool or within the [SERV ER] section of the OpenSwitch configuration file:

[SERVER=SYB SERV1]
STATUS=UP

Servers are implicitly created when you add them to a pool.

Internally, OpenSwitch maintains a state disposition for each server. The state
indicates whether the server is available for use by the connections that it
manages. Table 2-1 lists the possible server states:

Table 2-1: Server states
Description

PRE_UP

Mutual ly-aware-specific server status. The server is either in the process of being
marked as UP, or has encountered a problem during that process. Check the error log
to troubleshoot the problem. After you resolve the problem, manually set the server
status to UP on one of the mutually-aware companion OpenSwitch servers. The
command will be propagated to the other OpenSwitch companion if it is running.

Warning! Do not manually set a server’s status to PRE_UP.

upP

20

The server isimmediately available for use.
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State

Description

PRE_DOWN

Mutually-aware specific server status. The server is either in the process of being
marked as DOWN, or has encountered a problem during that process. Check the error
log to troubleshoot the problem. After you resolve the problem, manually set the
server statusto DOWN on one of the mutually-aware companion OpenSwitch servers.
The command will be propagated to the other OpenSwitch companioniif itisrunning.

Warning! Do not manually set a server’s status to PRE_DOWN.

DOWN

The server isunavailable, and is not considered for use by any new client connections
established to OpenSwitch.

PRE_LOCKED

Mutually-aware specific server status. The server is either in the process of being
marked as LOCKED, or has encountered a problem during that process. doing so.
Check the error log to troubleshoot the problem. After you resolve the problem,
manually set the server statusto LOCKED on one of the mutually-aware companion
OpenSwitch servers. The command will be propagated to the other OpenSwitch
companion if it is running.

Warning! Do not manually set a server’s status to PRE_LOCKED.

LOCKED

The server isavailable, but any new incoming connections actively being connected
through the pool are blocked (or stopped) until the statusis changed to UP or DOWN.
Blocked connections appear to the client applications to have stopped responding
until the pool is unlocked.

Server state changes

Administration Guide

OpenSwitch does not determine the state of aserver, evenif aconnectiontothe
server failed. The server state can be assigned only by an administrator or a
coordination module viaan RPC such asrp_server_status or within the
configuration file.

A server that has a state of UP remains UP, even if the actual server processis
no longer running. New connections attempt to establish connections to the
server, even though it is actually unavailable. The connections are
automatically routed to the next available server after theinitial failure.

You can employ a coordination module to have server state established
automatically. See the OpenSwitch Coordination Module Reference Manual
for instructions on creating and using coordination modul es.

21



Defining servers

Server status and existing conditions

The status of a server is used by OpenSwitch only when an incoming
connection is established or when a server is needed for failover. Therefore,
changing the state of a server where existing connections have already been
established has no effect on the connections. For example, after issuing the
following statement, any existing connectionsto SERV ER3 remain connected.
However, new connections to OpenSwitch are no longer routed to SERVERS.

rp_server status "SERVER3", "DOWN"

Listing available servers

Use rp_server_status without any arguments to display available servers and
their status. For example:

rp_server status

returns:
server status
SERVER1 UP
SERVER2 UP
SERVER3 LOCKED

See rp_server_status on page 214 for more information.

Changing the status of a server
Use rp_server_status to change the status of a server at runtime. For example:

rp_server_status "SERVER1", "DOWN"

returns:
server status
SERVER1 DOWN
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Setting server options

Server optionsrefer to Adaptive Server option settings, which are session-level
settingsthat affect theway Adaptive Server handlesresults and various aspects
of aclient connection. For example, when setting the ROWCOUNT option,
Adaptive Server limits all result sets to the number of rows specified with the
option.

To set such options within Adaptive Server, use alanguage command, an
explicit Adaptive Server Enterprise system procedure—sp_dboption, or an
Open Client API request—ct_options.

Note See Chapter 1, “ System Procedures’ in the Adaptive Server Enterprise
Reference Manual: Procedures for instructions on using the sp_dboption
system procedure. Seethe Open Client Client-Library/C Reference Manual for
instructions on using ct_options.

OpenSwitch does not parse the SQL code passed between Adaptive Server and
the client. Therefore, it is not aware of options set with either language
commands or the SET command. Such option settings are lost when the
connection is switched from one server to another.

OpenSwitch isaware of options set using Open Client API calls, and internally
tracks the options that are currently set on the connection. These settings are
restored correctly on any new servers to which the connection is switched.

Note Sybase strongly recommends that client applications use an Adaptive
Server Enterprise system procedure or an Open Client API call rather than
language commands to set server options.

Defining pools

Administration Guide

A pool isagroup of serverswithin OpenSwitch. A pool can contain one or
more servers that are treated as a self-contained failover group, so all
connectionswithin the group fail over only to servers defined within the group.

A pool can aso optionally define the set of connections or connection
attributes that it manages. This association between a connection and apool is
determined based on the user name, application name, or connection type.
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Defining a pool

Note The order in which pools are defined isimportant; all connections are
routed to the first matching pool according to the attribute/val ue pairs
established using rp_pool_addattrib. See rp_pool_addattrib on page 177 for
more information.

You define apool using the OpenSwitch GUI configuration tool during or after
installation, or by manually editing the OpenSwitch OpenSwitch configuration
file. For example:

[POOL=POOL_A:MODE=CHAINED,CACHE=O]
servers:
SYB_SERV1
SYB_SERV2
SYB_SERV3
connections:
type: client, site
appname: isqgl
username: “test.*

Inthisexample, POOL_A containsthreeservers: SYB_SERV1, SYB_SERV?2,
and SYB_SERV 3. It can be used by regular c1ient and site handler
connections created by isql, or any user that starts with “test.”

If you do not supply any “connections’ attributes when defining a pool, all
connections are candidates for the pool.

Routing and collisions

You can define multiple pools that all match connection properties of asingle
incoming client connection. For example:

[POOL=POOL_A:MODE=CHAINED]
Servers:

connections:
appname: isqgl

[POOL=POOL_B:MODE=CHAINED]
Servers:

connections:
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username: test%

If the user “test” attempts to connect to OpenSwitch using isql, he or sheisa
candidate for both POOL_A and POOL_B. In this case, OpenSwitch uses the
first matching pool as defined in the configuration file or aslisted in
rp_pool_help.

Pools and servers

Usually, serversand poolsare only loosely associated within OpenSwitch; that
is, when a server’s state changes, the change is reflected across all poolsin
which the server is defined. However, you can create a tighter association
between a pool and a server by setting the pool-specific server status.

Use any of these procedures to set the pool-specific status of a server:

*  Executerp_pool_addserver and specify the status of the server being added
to the pool. See rp_pool_addserver on page 179.

e Cal rp_pool_server_status to set a server’s status within a pool. See
rp_pool_server_status on page 195.

*  Specify aserver’s status in the [POOL ] section of the OpenSwitch
configuration file. See “[POOL]” on page 113.

When you set apool -specific server status, that status affects only the specified
pool. If you do not explicitly set a server’s status for a specific pool, each
server’'s status defaults to the general server status, which is defined in the
[SERVER] section of the OpenSwitch configuration file).

Pools and connections

Administration Guide

When an incoming connection isreceived, the pool name determinesthe server
that the connection should be using. Once the server is determined, the pool
nameis discarded. No relationship is maintained between the pool name and
the server.

Therefore, removing a server from apool using rp_pool remserver
"pool A", "SYB SERv3" does not affect any of the existing OpenSwitch
connections that have been routed to SYB_SERV3 viapool POOL_A. This
removal causesonly SYB_SERV 3 to be removed from consideration by
subsequent connections established to OpenSwitch.
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Pool states
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Status

The state of apool applies only to connections that are actively requesting a
server to be used from the pool during login or during failover. Table 2-2 lists
possible pool states:

Table 2-2: Pool states

Description

PRE_UP

Mutually-aware-specific pool status. The pool iseither inthe process of being marked
as UP, or has encountered a problem during that process. Check the error log to
troubleshoot the problem. After you resolve the problem, manually set the pool status
to UP on one of the mutually-aware companion OpenSwitch servers. The command
will be propagated to the other OpenSwitch companion if it is running.

Warning! Do not manually set a pool’s status to PRE_UP.

upP

The pool isimmediately available for use.

PRE_DOWN

Mutual ly-aware specific pool status. The pool iseither in the process of being marked
as DOWN, or has encountered a problem during that process. Check the error log to
troubleshoot the problem. After you resolve the problem, manually set the pool status
to DOWN on one of the mutually-aware companion OpenSwitch servers. The
command will be propagated to the other OpenSwitch companion if it is running.

Warning! Do not manually set a pool’s status to PRE_DOWN.

DOWN

The pool is unavailable, and is not considered for use by any new client connections
established to OpenSwitch.

PRE_LOCKED

Mutually-aware specific pool status. The pool iseither in the process of being marked
as LOCKED, or has encountered a problem during that process doing so. Check the
error log to troubl eshoot the problem. After you resolve the problem, manually set the
pool statusto LOCKED on one of the mutually-aware companion OpenSwitch
servers. The command will be propagated to the other OpenSwitch companioniif itis
running.

Warning! Do not manually set a pool’s status to PRE_L OCKED.

LOCKED

The pool is available, but any new incoming connections actively being connected
through the pool are blocked (or stopped) until the statusis changed to UP or DOWN.
Blocked connections appear to the client applications to have stopped responding
until the pool is unlocked.
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Status Description

SUSPENDED | The pool is being suspended by OpenSwitch due to afailure that requires an
administrator’s manual intervention. See “Invoking custom and manual scripts’ on
page 139 for more information. The pool blockson all new connectionsuntil rp_go is
issued.

Warning! Do not manually set a pool’s status to SUSPENDED.

Listing available pools
To list the set of available pools, enter:
rp pool help

Sample results are:

pool name mode status block next_ server
POOL_A CHAINED UP 0 SYB_SERV1
POOL_B BALANCED UP 0 SYB_SERV2
POOL_C BALANCED LOCKED 0 SYB_SERV3

To list details about a specific pool, add the name of the pool about which you
are inquiring. For example:

rp pool help "POOL A"
Sample results are:

pool name mode status block next server

POOL_A CHAINED TUP 0 SYB_SERV1

server_name

SYB_SERV1
SYB_SERV3

attribute wvalue

appname sqgl
hostname test.sybase.com

See rp_pool_help on page 190 for more information.
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Changing pool status

Use rp_pool_status to change the status of a pool. For example:
rp pool status "POOL A", "LOCKED"
returns:

pool name status

POOL_A LOCKED

See rp_pool_status on page 198 for more details.

Managing connections and threads

Clients

Incoming
connection ] connection
Threads
L
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The primary task of OpenSwitch isto manageincoming user client application
connections. OpenSwitch does this by capturing connection i nformation about
the client, such as user name and password, and using this information to
establish an Open Client connection to the remote database server. This
connection is bonded, or attached, to the incoming client connection so that
each incoming connection has its own outgoing server connection for thelife
of the client application session. Each bond between connections is managed
by an Open Server thread so that multiple bonds are managed simultaneously.

Figure 2-1: Connections and threads
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Each OpenSwitch thread is responsible for these tasks:
«  Establishing an outgoing connection

e Forwarding queries and results

e Monitoring connection state

e Managing switch requests

Establishing an outgoing connection

When aclient connection is established to OpenSwitch, athread is spawned to
manage this connection. The thread performs these tasks:

1 Based onthe user name, application name, and host name of the incoming
client connection, the thread determines which pool to use. The pool must
have a state of either UP or LOCKED. If the pool stateis UP, the thread
proceedsto step 2. If the pool stateis L OCKED, thethread sleepsuntil the
state changesto either UP or DOWN, unlessNOWAIT_ON_LOCKED is
setto “1” in the OpenSwitch configuration file, in which case the thread
returns to the client with a descriptive message, and no connection is
established with the data server. See “ Defining pools’ on page 23.

2 Thethread requests the name of the next available server from the pool.
The choice of server is based on the mode of the pool—CHAINED or
BALANCED, aswell asthe state of the server—UP, DOWN, or
LOCKED. A server isconsidered available only if its stateis UP or
LOCKED. If it is UP, the thread proceedsto step 3. If it is LOCKED, the
thread sleeps until the server state changesto either UP or DOWN, unless
NOWAIT_ON_LOCKED isset to 1 inthe configuration file, in which
case this thread returns to the client with a descriptive message and no
connection is established with the data server.

3 Using the user name and password of the incoming connection, an
outgoing connection is established to the data server, and then bound to the
incoming connection.

The following sections outline how the managing thread responds to various
failure conditions during this process.
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Server unavailable

Login denied

Connection refused

If the remote server chosen from the pool is unavailable, or if thereis no
appropriate entry in the $SYBASE/interfaces file on UNIX or the
%SYBASEY\ini\sgl.ini file on Windows:

1 Thename of the next available server is requested from the pool, and a
connection is attempted on that server.

2 If the connection attempt fail s, the name of the next available server inthe
pool is requested. If there are no remaining servers, the client is
disconnected and the login process fails.

If the remote server denies alogin for any reason, the client connection is
removed from OpenSwitch and no failover or attempt to reconnect istried.

If the Adaptive Server max network packet size configuration parameter is set
to 512 (the default), clients connections to OpenSwitch fail and the client
receives this error message:

The packet size (2048) specified at login time is
illegal. Legal values are between 512 and 512.

To correct this problem you can set the Adaptive Server max network packet
size to 2048, or you can set the OpenSwitch max_packETSIZE t0 512.

[ ISetting Adaptive Server max network packet size to 2048
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1 Setthe SYBASE environment variable at acommand prompt:
¢ UNIX —in $SYBASE enter:
SYBASE.csh
*  Windows—in %SYBASEY enter:
SYBASE.bat
2 Useisgltolog in to the Adaptive Server as an administrator:
isgl -Usa -P -S Adaptive Server server name
3  Execute:

sp_configure 'max network packet size', 2048
go
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4
5

Restart the Adaptive Server.
Restart OpenSwitch to establish the client connection.

[ISetting OpenSwitch MAX_PACKETSIZE to 512

MAX_PACKETSIZE refersto the maximum size of the TDS packet. This option
is used to tune the data throughput across the network and can significantly
improve performance when larger packet sizes are used.

1

Shut down the OpenSwitch server:
a Set the SYBASE environment variable at a command prompt:
e OnUNIX —in $SYBASE enter:
SYBASE.csh
*  On Windows —in %SYBASE% enter:
SYBASE.bat
b Useisqgl tologin to OpenSwitch as an administrator:

isqgl -UAdministrator UserName
-PAdministrator Password
-SOpenSwitch ServerName

¢ Execute

rp_shutdown

go
Use atext editor to modify the OpenSwitch configuration file
OpenSwitch_ServerName.cfg, which islocated in
%OPENSW TCH%\config on Windows and in SOPENSWI TCH/config on
UNIX.
Change the max_packeTs1zE Value from 2048 (the default) to 512. For
example:

MAX PACKETSIZE=512

Restart the OpenSwitch server.

Forwarding queries and results

When a server request is made by the client, usually in the form of a SQL
language request, or acall to aregistered procedure, the thread receives the
query and forwards it to the remote Adaptive Server.

Administration Guide
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When results are ready from the remote server, the thread returnsthe results to
the client.

If, at any timeduring this process, aproblem isencountered by the thread (such
astheloss of the connection to the remote server, or an internal OpenSwitch
error), the result set is stopped, and an error condition is returned to the client.

Monitoring connection state

Database context

While forwarding client query requests and returning server results,
OpenSwitch monitors several aspects of the client connection, including
database context, communications state, and transaction state.

Each time the client connection changes its database context (usually by
issuing aUSE statement), OpenSwitch capturesthe context changeinformation
and keeps track of the current database in use by the connection. This
information is used during a switch or failover to restore the user’s database
context back toits original state.

Communications state

Transaction state

32

Each time a client request is received by the thread, the client connection is
marked as “busy.” This protects the connection from being switched by an
administrative request whileit isin the middle of aquery (this behavior can be
overridden by an administrative request to force the communications to be
broken).

Each time the client connection changes transaction state, for example, by
issuing an explicit BEGIN TRAN, ROLLBACK TRAN, or COMMIT TRAN
statement, this state is monitored by the OpenSwitch thread. The thread
attempts to protect the connection against administrative switch requests until
the connection is no longer in an open transaction. This behavior can be
overridden by an administrative request to force the transaction to be broken.
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Client-side cursor state

All client-side cursor requests are monitored and managed by OpenSwitch so
that, during failover, all client-side cursors can be restored on the secondary
server. See “Working with client-side cursors’ on page 39.

Managing switch requests

A switch or failover request can occur due to either an administrative request
or afailed server.

Each thread managesits own outgoing connection and respondsto these switch
requests.

When a switch request isreceived, the thread behavesin the following manner:

1

If the current connectioniscompletely idle (that is, not actively being used
to communi cate with a remote server, and not involved in an open
transaction), the thread immediately switches the connection without any
interruption of activity.

If the connection isnot idle, and the switch request explicitly requests that
the connection be switched immediately, or the switch request isdueto a
failed remote server, adeadlock message isissued to the client (indicating
that the current transaction has been rolled back), and the connection is
switched.

If the connection is not idle, and the switch request did not specify any
limit on how long the switch isto take, the thread switches the connection
as soon as the client finishes communicating with the remote server, and
exitsthe top level transaction.

Using connection caching

Usethe connection caching feature of OpenSwitch toimprovethe performance
of applicationsthat rapidly create and destroy connections while running. For
example:
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Web applications—the majority of Web applicationsare built around small
common gateway interface (CGI) programs or scripts that run
independently of the actual Web server. Duetothetransitory nature of CGlI
applications, these programs are implemented to hold a database
connection only for the duration of the query issued by the CGlI.
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e Sitehandlers—asite handler refersto a special Adaptive Server
connection that is created when a query isissued between two servers,
such as:

exec SERVER2...sp helpdb

When thistype of query isissued, the source Adaptive Server createsasite
handler to multiplex all future queries to SERVER?2. Only one physical
connection is maintained between the two servers and future queries are
initiated faster.

However, when SERVER? is an instance of OpenSwitch, even though
only one physical connection iscoming in, multiple outgoing connections
must still be maintained by OpenSwitch, one for each query issued over
the site handler. OpenSwitch drops its outgoing connection after each
remote procedure call (RPC) that isissued over the site handler.

Defining connection pools and caching

34

When aclient connection fails, the OpenSwitch default behavior isto
immediately close down the outgoing connection to the remote Adaptive
Server. However, for applicationsthat rapidly create connections, issue asmall
query, then close the connection, the OpenSwitch default behavior canimpose
significant overhead.

To override the default OpenSwitch behavior, supply the optional CACHE
value when you define a pool.

Note You create pools either using the GUI configuration tool during or after
installation, by using OpenSwitch Manager, or by manually editing the
OpenSwitch configuration file. You specify CACHE values by manually
editing the OpenSwitch configuration file.

See Chapter 3, “Configuring OpenSwitch” in the OpenSwitch Installation
Guide and Chapter 5, “Using the Configuration File” in this book for more
information.

The CACHE val ue indicates the number of seconds that an outgoing
connection is maintained after a client application disconnects from an
Adaptive Server.

For example:

[POOL=POOL_A:MODE=CHAINED, CACHE=30]
Servers:
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connections:
type: site

This configuration example specifiesthat al users of the pool maintain cached
copies of their outgoing connection for up to 30 seconds following a
disconnection.

If the same client attempts to reconnect using the same user name and
password, the connection isimmediately reassigned to the user without
creating a new outgoing connection. If 30 seconds has passed (the CACHE
value) and no client has attempted a connection, the connection is dropped.

Changing the CACHE duration of a pool does not affect existing cached
connections—it only affects the caching of future connections.To manage or
change the cache value associated with a pool in arunning OpenSwitch, use
the rp_pool_cache registered procedure. Changing the caching time on a pool
does not affect existing cached connections, it affects only the caching of future
connections. See rp_pool_cache on page 184 for more information.

Restoring cached connections

When a user connects to OpenSwitch, the list of cached connectionsis
searched, in an unspecified order, for the first connection owned by the same
user name and password. If acached connection is not found, anew connection
is established as though caching were not enabled in the pool.

However, when a cached connection is found, the connection is re-established
to the thread representing the newly connected user. The database context
(transaction state) isthen cleared to ensure that the new connection has afresh
context to work in, without any residual settings from the previous login
session.

Uncached connections
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When aclient disconnectsfrom an Adaptive Server, the state of the connection
is evaluated to determine whether to cache the connection. OpenSwitch does
not cache these connections:

e Connections with an open transaction
e Connections not established due to login failure

e Connections with Open Client-side cursors
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»  Connections where the maximum number of cache threadsis reached, as
specified by CACHE_THREAD option in the [CONFIG] section of the
OpenSwitch configuration file

In all of these states, restoring the connection to a user would place the user’s
application in an uncertain state. To avoid thisrisk, OpenSwitch discardsthese
connections when the client exits.

Caching and state

Because a cached connection never disconnects from the remote server, any
state information held in that server regarding the user’s session is maintained
between the time the user disconnects from OpenSwitch and reconnects to the
cached connection.

Thismean that temporary tablesand “ SET” options (except for “set database,”
which is cleared) are maintained even after a user disconnects. Evaluate
carefully how you use connection caching.

Viewing cached connection details

When a user disconnects from apool that has connection caching enabled, the
query currently running on the connection is canceled, and the outgoing
connection to the Adaptive Server is stored in an internal list. These
connectionsare not associated with any particular thread, and therefore, cannot
be queried through sp_who.

To establish how many cached connections there are for a server, particular
user, application, or host, execute rp_who. Seerp_who on page 237 for syntax,
instructions, and examples.

To determine how long a connection has been cached, execute rp_dump
registered procedure, where all connections show up with astate of “CACHE.”
For example:

<Cache thread: state=CACHE coord=<NONE>>

server mask=0x0, busy time='04/30/04 21:52:57',
transtate=CS_TRAN UNDEFINED,

app='isqgl', user='sa', host='oswaixl',6 db='master',

conn=0x3114e368, current='monsoon ASEl', next='monsoon ASEl', pool='POOL1l',
proc=0x0, cap set=CS FALSE, next cursor=0, reason code=0,

reason text='"', function='""

(return status = 0)

See rp_dump on page 169 for more information.
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Setting connection caching properties, options, and database context

The connection’s server name, user name, and password are fixed when a
cache is established. However, you can change other connection properties
dynamically when the connection is opened.

Follow these guidelines to avoid problems with inconsistent connection state:

Connection properties — connection properties affect client-side
connection behavior.

Server-side connections options — use the Client-Library ct_options
routine to set language commands or equivalent ODBC calls. All options
affect the server’s response to commands sent on the connection. See
Chapter 3, “Routines’ in the Open Client Client-Library/C Reference
Manual for more information.

Database contexts — different applications from the same user may use
different databases. To avoid problems, explicitly specify the database
within an applications when caching is turned on.

Set options and properties that your code requires when the client
application obtains a connection.

If an application shares cached connections with other applications, set
properties and options that have been changed back to the original values
before releasing the connection.

If an application isthe only connection allowed for a cached pool, and no
other components use the same pool, you do not need to set options and
properties back to the original values. However, you should still set the
database context every time the client application reconnects, even if the
application is using cached connections.

Managing failures

This section discusses how failures are detected and how OpenSwitch responds
to each type of failure.

Administration Guide
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Failure detection

OpenSwitch has a connection monitor (CMON) thread that monitors Adaptive
Server and asynchronousdly notifies threads as soon as connectivity to the
remote server islost.

At thefirst successful connection attempt to aremote server, OpenSwitch starts
anew CMON thread to monitor the state of the remote server. Thisthread runs
as long as the remote server it is monitoring remains online. At the first
indication of aremote server failure, the CMON thread notifies al client
threads currently connected to the failed server that they (or a server specified
by the coordination module) should connect to the next available server in the
pool. Thebusy clientsareissued adeadl ock error (1205) message and switched
immediately to the next server whiletheidle clients are switched immediately.
Thisfailover detection process is always localized to a single connection, and
connections are never automatically switched by OpenSwitch without either a
switch request or aserver down event. If you want all client connectionsto fail
over to the secondary data server at the same time, you can use a coordination
module to coordinate the various connections. See the OpenSwitch
Coordination Module Reference Manual for compl ete instructions on creating
and using coordination modules.

Deadlock messages

Msg 1205, Level 13,

Server 'OpenSwitch'

If the client connection is actively in the middle of communications with the
remote server, or in the middle of atransaction (or a nested transaction), the
thread notifiesthe client that the connection has been lost by issuing a deadl ock
message. For example:

State 0

Your command (process id #8) was deadlocked with another process and has been
chosen as deadlock victim. Re-run your command.

38
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The message is used by an Adaptive Server to indicate that the current
transaction has been aborted due to aresource contention issue, and should be
restarted.

Note An Adaptive Server issues areturn status of -3 to all client applications
running a stored procedure when a deadlock message is issued. Because
OpenSwitch cannot detect when aclient is running a stored procedure from
within alanguage batch, the return status of -3 isreturned only to those clients
that issued the RPC request through the Open Client RPC mechanism.

Working with client-side cursors

A cursor isarecord pointer in Adaptive Server. The cursor points to the first
record in the file when a database file is selected and the cursor is opened.
Using various commands, you can move the cursor forward, backward, to the
top of the file, the bottom of file, and so on.

A client-side cursor isa cursor declared through Open Client calls or
Embedded SQL ™. Open Client keepstrack of the rows returned from Adaptive
Server and buffers them for the application. Client-side cursors are similar to
regular server-side cursors created with an explicit declare cursor command.
Client-side cursors, however, are declared and controlled through special Open
Client APl callsin the client application, and Open Client itself manages
portions of the cursor context information, whereas server-side cursors are
managed only within Adaptive Server.

Because OpenSwitch manages client-side cursors for the client application, it
can restore the state of a given cursor during failover.

Thedefault behavior of most Sybase ODBC driversisto useclient-side cursors
rather than issuing direct SQL against the database. Sybase strongly
recommends that you read this section carefully before deciding to use
client-side cursors.

Cursors within dynamic SQL
A cursor within dynamic SQL comesin two forms from the client:

° ct_cursor
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e ct_dynamic

Each of these generates a different type of event notification; SRV_CURSOR,
and SRV_DYNAMIC respectively.

Failover handling

During an automatic failover due to aremote server failure, or an explicit
administrative switch request, OpenSwitch manages active client-side cursors
in the following manner:

1 If anoutgoing connection is till available to the remote server, the cursor
isexplicitly closed on the server.

2 If the client connection managing the cursor was involved in an open
transaction at the time of the switch request or failure, adeadlock isissued
to notify the client application that any updates or del etes performed upon
the cursor have been rolled back.

3 After the outgoing connection to the failover remote server has been
reestablished, al client-side cursors managed by OpenSwitch are
re-created on the server.

4  After aclient-side cursor has been re-created, it is repositioned on the
same row asit was on the previous server.

OpenSwitch Sybase Failover support

Adaptive Server Enterprise 12.0 and later support Sybase Failover capability,
which enabl es the secondary, or companion, server to take over when the
primary server goes down. OpenSwitch works with Adaptive Server clusters
and processes failover events.

Failover behavior with dynamic SQL

OpenSwitch maintains alist of any dynamic SQL commandsthat are prepared
but not yet deallocated. If the list is not null, OpenSwitch resends the
DYNAMIC_PREPARE statements for each command to the secondary server
using statement ID and query content stored in the list for each of the threads.
The clients are then switched over to the secondary server.

If aclient connection isbusy during failover, a 1205 error isissued back to the
client. It isleft to the client to reissue the command.
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If any client wasin abusy state at the time of failover, an error message is
issued and the statement must be rerun.

If there are open cursorsin the dynamic SQL statement, OpenSwitch
redeclares the open cursors on the secondary server.

Cursor repositioning

Enabling SSL
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Asnoted in step 4 in “Failover handling” on page 40, al cursorsthat are
re-created due to afailover are automatically repositioned by OpenSwitch to
the same row as the cursor that was sitting on the primary server. This has
several implications concerning application performance and reliability.

To perform thisrepositioning, OpenSwitch tracks the number of rowsthat have
been explicitly fetched by the client application. During the repositioning
process, an identical number of fetches are performed against the secondary
server to place the cursor on the appropriate row. Sybase recommends that
client applications not use cursors to fetch unusually large result sets to avoid
long delays during failover while client-side cursors are repositioned.

Repositioning is based only upon the number of rows returned; not upon row
contents. Therefore, both the primary and secondary servers must be
configured identically and must be synchronized with each other to avoid
situations in which the cursor is restored upon an inappropriate row. In
particular, avoid using cursors on partitioned tables without supplying an
explicit ORDER BY clause in the cursor, otherwise, Adaptive Server cannot
guarantee the order of rows returned during the cursor fetch.

support

Secure Sockets Layer (SSL) is supported between clients and OpenSwitch. To
enable SSL in OpenSwitch, you must:

« Haveatrusted.txt file in %SYBASE%\ini on Windows and in
$SYBASE/config on UNIX.

»  Specify the SSL security mechanism as a filter on the master and query
linesin the sgl.ini on Windows and in the interfaces file on UNIX.

» Definethe SSL filter in the libtcl.cfg file; for example:

[FILTERS]
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ssl=1libsybfssl.so0.15.0.3

See “ Security features,” in Chapter 2, “ Client-Library Topics’ in the Open
Client Client-Library/C Reference Manual for more information.
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CHAPTER 3

OpenSwitch Manager

This chapter describes how to use Sybase Central ™ and the OpenSwitch
Manager to manage OpenSwitch servers. Sybase integrates its systems
management tools into one desktop product, called Sybase Central. You
can manage each server product, such as OpenSwitch, Replication Server,

or Adaptive Server, from Sybase Central.

Sybase Central and OpenSwitch Manager are options you can install as
part of your OpenSwitch installation. You must install Sybase Central if
you want to use OpenSwitch Manager. See the OpenSwitch Installation

Guide for your platform for installation instructions.
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Understanding OpenSwitch

It isimportant for you to understand OpenSwitch concepts before you
configure your OpenSwitch environment using OpenSwitch Manager.
See the OpenSwitch Administration Guide to help you learn about
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OpenSwitch.
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Sybase Central

Sybase Central

Windows

UNIX
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Sybase Central is a graphical management tool for Sybase products. It
implements the Sybase enterprise management strategy, which calsfor a
single management console, seamlesdly integrated across all server and
middleware products. It connects to and manages Sybase products that are
running on any Sybase-supported platform. OpenSwitch Manager isaplug-in
to Sybase Central.

The OpenSwitch installation processinstalls the OpenSwitch Manager plug-in
and registersthe plug-inin Sybase Central. When you start Sybase Central, you
can see the OpenSwitch Manager plug-in icon below the Sybase Central icon.

Use any of these methods for your Windows operating system to start Sybase
Central:

»  Select Start | Programs | Sybase | Sybase Central v4.3.

* Navigate to %SYBASEY\Shared\Sybase Central 4.3\win32 and execute
scjview.exe.

*  Navigate to %SYBASEY\OSWP\bin and execute oswplugin.bat.

Use any of these methods for your UNIX operating system to start Sybase
Central:

* Navigate to $SYBASE/shared/sybcentral 43 and execute scjview.sh.
* Navigate to $SYBASE/OSWP/bin and execute oswplugin.

You can set Sybase Central optionsto configure how it displays and to enable
the Fast Launcher which reduces the time Sybase Central takes to start up.
Select Tools | Options to set these options.

See the Sybase Central online help for more information. Select Help | Sybase
Central or pressthe F1 key to access the online help.

To view the activities of plug-ins that you register in Sybase Central, select
Tools | Log Viewer.
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OpenSwitch Manager features

OpenSwitch Manager (OSWM) is a management utility you can useto
develop, manage, and monitor an OpenSwitch environment that includes
OpenSwitch servers, Adaptive Servers, coordination modules (CM), and
replication coordination modules (RCM) that participate in the environment.

With its easy-to-use interface, OSWM allows you to perform many
administrative tasks for which you would otherwise use commands and
registered procedures, including:

e Adding, assigning, altering, and deleting OpenSwitch objects, such as
OpenSwitch servers, Adaptive Servers, pools, and processes.

«  Managing, troubleshooting, and monitoring the availability of multiple
OpenSwitch servers, Adaptive Servers, and pools, and the state of
connectionsto all serversand pools.

«  Controlling the flow of data by suspending, switching, and resuming
connections either manually in response to an administrative request, or
automatically in response to an Adaptive Server failure.

Use the online help in OSWM to guide you when you perform tasks.

OpenSwitch Manager interface
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The Sybase Central window has two panes—Folders pane on the left and
Details pane on the right. The OSWM plug-in object displays under the Sybase
Central object. All other objects that belong to the OpenSwitch environment
that the OSWM manages, display in atree structure below OSWM within the
Folders pane:

e Server groups.

e OpenSwitch servers — display with their port numbers, and in braces the
user ID that the administrator usesto connect to them.

* Folders—Pools, Resource Governor, Adaptive Servers, Coordination
Modules, and Processes.

The Details pane displays the contents of each server group, folder, the status
of OpenSwitch serversand objects, and linksto windows to add server groups,
servers, and pools. You can a so view information on each object in the Status
bar at the bottom of the Sybase Central window.
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Besides the main menu, you can access most of the functionsin OSWM either
by clicking the relevant button in the toolbar or by right-clicking to access a
context menu.

Editing OpenSwitch Manager properties

You can change properties of OSWM such as, the timeout period for
connecting and the Processes folder refresh interval.

[IEditing OpenSwitch Manager properties

1 Select the OpenSwitch Manager, then select File| Properties. You can also
right-click OpenSwitch Manager and select Properties, or you can select
the Properties button from the tool bar.

2  Select the Preferencestab. You can change:

e Login Timeout — the time in seconds that you can set for OSWM to
try to connect to a particular server. The default is 30 seconds.

»  Process Folder Refresh Interval —the interval in seconds when
OSWM next refreshesthe processfolder to display the latest status of
processes such as client connections, coordination modules, and
replication coordination modules that are connected to OpenSwitch
currently. The default is 10 seconds.

3 When you finish making changes, click Apply, then OK. You can also
cancel any changes you make, or restore the default settings.

Managing server groups

You can organize OpenSwitch serversinto groups such as by geography or
function. You can execute registered procedures, or connect or disconnect
serversin the server group, so that you do not have to i ssue the same command
to each server individually.

For example, you can add the primary and secondary OpenSwitch serversthat
form amutually-aware cluster to a server group. This makesit easier to issue
commands that must be issued to both serversin a mutually-aware cluster.
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[ICreating server groups in OpenSwitch Manager

Note The Default server group is created automatically when you register the
OSWM plug-in.

1 Select OpenSwitch Manager, then select File | New | Server Group. You
can also double-click the Add Server Group iconin the Details paneonthe
right side of the Sybase Central window.

2 Provide aname and adescription for the new server group and click Next.

3 Selectaserver from*“Add Server Group - Add Servers’ window. Theseare
serverslisted in theinterfacesfilein UNIX or the sgl.ini filein Windows.
You can also see alist of these serversif you select the OpenSwitch
Manager icon, and the select the Serverstab in the Detail s pane of Sybase
Central.

4 Providethe user name and password in the Connect to OpenSwitch Server
window, and then click OK to add the server to the server group.
If the OpenSwitch server you want to connect to isnot listed, click Finish,
and then right-click the server group and select Connect. See“ Connecting
OpenSwitch servers’ on page 48 to connect to your OpenSwitch server.

5 Click Next to display a summary of the information you provided for the
new server group, and then click Finish to save the information.

6 Select the server you added to the server group, and then select File |
Connect to connect to the server.

[ IDeleting server groups

You can only delete a server group after you disconnect all servers from the
group. See “Disconnecting all serversin a server group” on page 48.

1 Select the server group you want to delete.

2 Select Edit | Delete, and then click Yes.

Note You cannot delete the Default server group.

[IEditing server group properties
1 Select aserver group, and then select File | Properties.

2 Edit the server name and edit or add text in the Comments field.
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3 Click OK to save your changes.

Note You cannot edit the properties of the Default server group.

[ IDisconnecting all servers in a server group

You can disconnect all servers attached to a server group.
1 Select aserver group.

2 Select File|Disconnect All. All the OpenSwitch serversin the server
group disconnect and their icons are greyed out.

[IReconnecting all servers in a server group

You can reconnect to all the serversin a server group you previously
disconnected.

1 Select aserver group with disconnected servers. Theicon for a
disconnected server is greyed out

2 Select File| Connect All.

Connecting and disconnecting OpenSwitch servers

Administrators can use OSWM to connect to OpenSwitch servers which
are aready running or to disconnect OpenSwitch servers from OSWM.
Once you connect to an OpenSwitch server, you can manage the server
and other resources with OSWM.

You can disconnect, remove, or reconnect OpenSwitch servers from
OSWM. Disconnecting or removing a server does not shut the server
down, but you cannot use OSWM to manage it.

[IConnecting OpenSwitch servers

1 Select aserver group. If you are connecting to a server while creating
aserver group or connection profile, follow step 3 onwards.

2 Select File| Connect. You can also right-click a server group and
select Connect, or select the Connect button from the toolbar.

3 Providethe user name and password that allows you to connect to an
OpenSwitch server.
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4 Inthe Server Name field, provide the host name and port number of the
OpenSwitch server you want to connect to, in this format:

host name:port number
You can also select a different OpenSwitch server from the Server Name
field.

5 Select OK to return to the Sybase Central main window. The OpenSwitch
server that you connect to appears under the server group you selected
earlier.

If you select the server group, you can see columns that list the properties
of each OpenSwitch server in the Detail s pane:

e Server

e Version

e Platform/OS
e Host:Port

e Status—whether the server is currently running.

»  Connected —whether the server is currently connected to OSWM.

[1Using connection profiles to connect OpenSwitch servers.

You can use the Connection Profiles feature of Sybase Central to add and
automatically connect to servers in the Default server group when you start
Sybase Central.

Select Tools | Connection Profiles.

Click New to display the New Profile window.
Provide a name for the profile.

Select the New Profile option.

Verify that OpenSwitch is selected in the Plug-in field.

You can select the other options such as “ Create a profile so that all users
can accessit” and “ Copy Profile”. Click the Help button for more
information on these options.

6 Click OK to launch the Connect to OpenSwitch Server window. See
Connecting OpenSwitch servers to connect the server.

g »h W N P

[ IDisconnecting OpenSwitch servers
1 Select the OpenSwitch server you want to disconnect.
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2 Select File| Disconnect. You can also right-click the server and select
Disconnect, or select the Disconnect button from the toolbar. The
OpenSwitch server disconnects and itsicon is greyed out.

[ IReconnecting OpenSwitch servers

1 Select adisconnected OpenSwitch server. The icon representing a
disconnected server is greyed out.

2 SelectFile| Connect. You can a so right-click the disconnected server
and select Connect, or select the Connect button from the toolbar.

[ IRemoving OpenSwitch servers from a server group
You can remove an OpenSwitch server from OSWM.
1 Select adisconnected OpenSwitch server.
2 Right-click and select Remove to remove the OpenSwitch server.

3 Sdect Yesin the Confirm Delete window.

Note If youuse OSWM to remove an OpenSwitch server, you cannot
use OSWM to administer the server or change its configuration
settings. You must login and connect to the server again.

Configuring OpenSwitch servers

You can use OSWM to view and edit the server configuration settings.
These settings affect the behavior of your OpenSwitch server whenit starts
and when it runs.

These are the same settings that are stored in the OpenSwitch
configuration file when you use the configuration tool during and after
installation. See Chapter 3, “ Configuring OpenSwitch” in the OpenSwitch
Installation Guide for your platform for more information.

You can also manually edit the configuration file to change the
OpenSwitch server configuration settings. See Chapter 5, “Using the
Configuration File,” for more information.

[ Viewing OpenSwitch server properties

1 Select an OpenSwitch server in the Sybase Central window.
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2 Select File | Propertiesto display the OpenSwitch Server Properties
window. The host name and port number of the server, and the user name
that you use to connect to the server, display in thetitle bar of the
Properties window. You can a so right-click the OpenSwitch server and
select Properties, or select the Propertiesicon from the tool bar.

3 Select the General tab to display information about the OpenSwitch server
such as version, release number, operating system, build number and date,
and whether the server is configured for mutually-aware or high
availability support.

[IEditing OpenSwitch server properties

You can use OSWM to edit OpenSwitch server properties such as,
configuration options, debug message settings, and trace flag settings.

1 Select an OpenSwitch server in the Sybase Central window.

2 Select File | Properties.
You can also right-click the OpenSwitch server and select Properties, or
select the Properties button from the toolbar. You can also right-click the
OpenSwitch server and select Configure to go directly to the
Configuration tab.

3  Sdect the:

e Configuration tab — to set the server configuration parameters.
Double-click the value you want to set and provide avalue. See
Table 5-1 on page 89 for a description of each configuration option.

«  Debug Messages tab — to set debug flags that enable different debug
actions and messages specific to OpenSwitch. Double-click the state
you want to set and select On or Off. See Table 4-2 on page 75 for a
description of each debug flag.

e Trace Flag tab — to set trace flags to enable Open Server-level
debugging messages. Double-click the state you want to set and select
On or Off. See Table 4-1 on page 74 for a description of each trace

flag.
4 Select Apply and OK to save your changes.
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Managing pools

You can use OSWM to define pools and add Adaptive Servers to pools.

In Sybase Central, under each OpenSwitch server, there are objects called
foldersthat contain the resources you can manage with OSWM:

»  Pools - contains the different Adaptive Server pools that you can
define and maintain in OpenSwitch.

Within each pool, thereisan “ASE server” folder that contains the
Adaptive Servers you assign to that pool.

»  Resource Governor — contains information on the limitsthat apply to
the username, hostname, and application name of incoming client
connections.

»  Coordination Module — contains either the Coordination Modules or
Replication Coordination Modules connected to the OpenSwitch
server.

*  Processes— containsinformation on the client connections connected
to the Adaptive Serversthat are within the OpenSwitch environment.

A pool isagroup of Adaptive Serversthat you define within the
OpenSwitch environment. A pool can contain one or more servers that
OpenSwitch treats as a self-contained failover group, so all connections
within the group fail over only to servers you define within the group. See
“Defining pools’ on page 23 for more information.

A pool can optionally define the set of connections or connection
attributesthat it manages. You can use the user name, application name, or
connection type to define this association between a connection and a
pool.

[ICreating pools in OpenSwitch Manager
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Create pools using OSWM, or by:

» Using the OpenSwitch configuration tool during and after
installation.

»  Manually editing the OpenSwitch configuration file. See “Defining a
pool” on page 24.
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Usingtherp_pool_create registered procedure. Seerp_pool_create on page
186.

Select the OpenSwitch server for which you want to create a pool.

Select File | New | Poal. You can also select the Pools folder and double-
click the Add Pool icon in the Details pane on the right side of the Sybase
Central window.

Provide the name of the new pool in an empty row of the Pool Name
column. Select Pool | Add or click the Add (+) button in the toolbar to
create anew row.

Select the status for the new pool: UP, DOWN, or LOCKED. Sybase
recommends that you select the DOWN state for a new pool so that
processes do not switch to the new pool immediately. Change the pool
status to UP or LOCKED after you assign Adaptive Serversto the pools
and verify the poal is ready to accept connections. See Table 7-7 on
page 187 for detailed descriptions of pool states.

Select the new pool and select Pool | Propertiesto display the Pool
Parameters window. You can also right-click the pool and select
Properties, or select the Properties button from the toolbar.

Select the Parameters tab. Select:

« Relative Pool —to create the new pool relative to an existing poal.
Select the existing pool.

«  Pool Position —to specify the position of the new pool relative to the
existing pool: HEAD, TAIL, BEFORE, and AFTER. See Table 7-6
on page 186 for more information on these options.

«  Pool Mode - to provide the routing and switching modes for the new
pool: CHAINED or BALANCED. See Table 7-8 on page 187 for
more information on these modes.

Warning! Be careful when you choose the pool parameters. You cannot
change the pool parameters after you save the new poal.

Click OK to return to the Pool Editor window.

Select Pool | Add in the Pool Editor window to create additional pools.
Follow step 3 to step 7 for each pool you want to create.

Select File | Save Pool to save the pool and not exit the Pool Editor
window. To save the pool and exit the editor, select File | Save Pool and
Close Editor.
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After you create and save pools, you can assign pool connection
attributes to each pool. See Adding pool attributes.

[J1Adding pool attributes

You can assign attributesto a pool that apply to all Adaptive Serversinthe
pool. You can assign pool connection attributes only to an existing pool.

1
2

6

Select the pool to which you want to add attributes.

Select File | Properties.You can also right-click the pool and select
Properties, or select the Properties button from the tool bar.

Sel ect the Connection Attributes tab.
Click the Add button to the right of the tab.

Select an attribute from the Attribute field and specify itsvaluein the
Valuefield:

e username — to restrict access to connections initiated with the
user name you specify.

e appname-to restrict access to connections from the application
you specify.

» hostname — to restrict access to connections from the host you
specify.

Select Apply and OK to save the connection attributes you specify.

You can also change or remove the pool connection attributes in the pool
Properties window.

[ IViewing pool activity and status

You can use the Pool Properties window to view the pool configuration,
pool status, and current activities that have an impact on the pooal.

1
2

Select apool.

Select File | Properties. You can aso right-click the pool and select
Properties, or select the Properties button from the tool bar.

Select the General tab to view:

e Status— UP, DOWN, or LOCKED. See Table 7-7 on page 187
for more information.

» Routing Mode of Pool —BALANCED or CHAINED. See
Table 7-8 on page 187 for more information.
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e Adaptive Server Assigned to Pool —listsall the Adaptive Servers
that you assign to this pool.

*  Processes Blocked on a Locked Pool — number of client
connections that are currently blocked on a LOCKED pool.

e CacheInterval (seconds) — number of seconds that an outgoing
connection is maintained after a client, application, or user
disconnectsfrom an Adaptive Server. See* Connection poolsand
caching” on page 7 and “ Using connection caching” on page 33
for more information.

4 Select the Connection Attributes tab to add pool attributes. See
“Adding pool attributes’ on page 54 for more information.

5 Select the Server tab to view the status of the Adaptive Servers that
you have configured for the pool. See “ Server state” on page 20 for
more information.

6 Select thePool Statustab to view or change the pool statusin the Pool
Status field—UP, DOWN, or LOCKED.

[1Deleting pools

You can delete pools from the main Sybase Central window or the Pool
Editor window.

Warning! You cannot delete a pool that contains Adaptive Servers. The
serversin the pool may have processesthat arestill running. If you attempt
to delete apool that contains Adaptive Servers, you see an error message.

Only after you verify there are no processes that are connected to the
Adaptive Serversin the pool, can you remove the Adaptive Servers from
the pool and delete the pooal.

1 Select the pool you want to delete.

2 Select File | Properties. You can also right-click the pool and select
Properties, or select the Properties button from the toolbar.

3 Selectthe Server tab and verify that there are no serverslisted. If there
are any servers, you cannot delete the poal.

4 Click OK to save your changes and return to the Sybase Central
window.

5 Select Edit | Delete to display the Confirm Delete window.
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6 Select Yesto confirm you want to delete the pool.

Configuring Adaptive Servers for OpenSwitch

56

You can add Adaptive Serversto pools and configure the serversfor your
OpenSwitch environment.

You can also use the rp_pool_addserver registered procedure to add and
configure Adaptive Serversfor apool. See rp_pool_addserver on page
179.

[J1Adding Adaptive Servers to a pool
1 Select the pool to which you want to add Adaptive Servers.

2 SelectFile|New | Server. You can aso double-click the Add Adaptive
Server icon in the Details pane.

3 Provide the name of the new server in an empty row of the Server
Name column. Select Server | Add from the menu bar or click the Add
(+) button in the toolbar to create a new row.

4  Select the status for the new server—UP, DOWN, or LOCKED. See
“Server state” on page 20 for a description of each state.
Sybase recommendsthat you select the DOWN state so that processes
do not switch to the new server immediately. You can change the
Adaptive Server statusto UP or LOCKED after you assign Adaptive
Serversto the poolsand verify the pool isready to accept connections.

5 Select the new server, then select Server | Properties.
6 Click the Adaptive Server Attributestab. Select:

» Relative Adaptive Server —to create the new server relativeto an
existing server. Select the existing server.

» Position —to position the new server relative to the existing
server: HEAD, TAIL, BEFORE, or AFTER. See Table 7-5 on
page 181 for descriptions of each position.

Warning! Be careful when you choose the server attributes. You
cannot change the server attributes after you save your new server.

7 Click OK to return to the Adaptive Server window for your pool.
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8 Select Server | Add to add additional servers. Follow step 3to step 7
for each server you want to add to the pool.

9 Select File | Save Adaptive Server to save the server and not exit the
Adaptive Server Editor window. To save the server and exit the
Adaptive Server Editor window, select File | Save Adaptive Server
and Close Editor.

[ 1Viewing server properties
1 Select aserver.
2 Select File | Properties.
3 Select the General tab to view these properties:

¢« Status—UP, DOWN, or LOCKED. See* Server state” on page 20
for more information.

e High Availability Type —whether the OpenSwitch server is
configured for high availability support.

e Mutualy Aware Cluster Table —whether the OpenSwitch server
is configured for mutually-aware support. Thisfield appliesonly
if the OpenSwitch server is part of a mutually-aware cluster.

e Connection Monitor User Name — the user name that the
connection monitor (CMON) uses to connect to the Adaptive
Server.
[ IDeleting Adaptive Servers from a pool

You can delete Adaptive Servers from a pool. You must verify that there
are no user connections for the Adaptive Server and that the server status
is DOWN before you delete the server from the pool.

You can also use the rp_pool_remsever registered procedure to delete the
server from the pool. See rp_pool_remserver on page 194 for more
information.

When you delete the server from the pool, the server till runs but does not
accept user connections assigned through the pool.

1 Select the Adaptive Server you want to delete from the pool.
2 Select Edit | Delete. The Confirm Delete window displays.
3 Select Yesto delete the server from the poal.
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You can use OSWM to execute registered procedures on a server groups,
resume OpenSwitch servers after afailure, and manage and monitor
coordination modules, processes, Adaptive Servers, and resources, such as
OpenSwitch server hosts and applications.

Executing registered procedures on a server group

58

You can execute registered procedures on all serversin the server group.

[IExecuting registered procedures on a server group

1 Select aserver group, and then select File | Execute Registered
Procedure.

2 Select the servers where you want to execute registered procedurea.
You can select the Options button to set display options for the
registered procedures output display format at the bottom of the
Server Group Registered Procedure Execution window.

3 Enter registered proceduresin the Registered Procedure Statements
field. See Chapter 7, “ Registered Procedures’ for descriptions of
registered procedures.

You can enter and execute multiple registered procedures as a batch.
For example:

rp_who

go
rp_server_status
go

4 Click Execute to run the registered procedure on the servers you
selected.

5 Select the server tab at the bottom of the Server Group Registered
Procedure Execution window, and then select one of the registered
procedures from the list of registered procedures you executed, to
view the output of that registered procedure for the server you
selected.
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6 Selectthe Result Set tab at the bottom of the Server Group Registered
Procedure Execution window, to view the detailed output for the
registered procedure you executed on the server you selected, and
then select the Messages tab to view or copy messages generated
during the execution of theregistered procedure that may help resolve
any problems.

If you execute the registered procedure successfully, the Status
column for the server at the top of the Server Group Registered
Procedure Execution window displays “ Successful”.

Resuming OpenSwitch servers

Administration Guide

Inamutually-aware support environment, you can resume an OpenSwitch
server when the server iswaiting for intervention from the administrator
after it performs any of these manual failure actions—companion,
connection monitor, network, or Adaptive Server.

Note You cannot use the Resume OpenSwitch Server option if your
serversare not part of amutually-aware support environment. You cannot
resume an OpenSwitch server which has not performed a manual failure
action and which is still running.

See “Invoking custom and manual scripts’ on page 139 for more
information.

[ IResuming OpenSwitch server after companion, connection monitor, or
network failure

1 Select the OpenSwitch server you want to resume.
2 Select File | Resume OpenSwitch Server.

[ IResuming OpenSwitch server after Adaptive Server failure

Resume the OpenSwitch server when the primary Adaptive Server status
is DOWN and after the OpenSwitch server performs the manual server
failure action.

1 Select the Adaptive Server that belongs to a pool of the OpenSwitch
server you want to resume.

2  Select File | Resume OpenSwitch Server.
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Changing Adaptive Server status

You can use OSWM to change the state of Adaptive Servers connected to
the OpenSwitch server. The state indicates whether the Adaptive Server is
available to connections and processes.

[IChanging Adaptive Server status

1

2
3
4

Select a server.

Select File | Properties.
Select the Adaptive Server Status tab.

Select UR, DOWN, or LOCKED. See“ Server state” on page 20 for a
description of each state.

Select OK to save your changes.

Managing connections to Adaptive Server

[ IStopping connections to Adaptive Server
Select the Adaptive Server where you want to stop connections.

1
2
3
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Select File | Connections | Stop.

You can select these options:

Ignore Transaction State When Stopping a Connection —
OpenSwitch stopsall connectionsto the Adaptive Server whether
or not they are involved in an open transaction.

If you do not select this option, OpenSwitch stops connections as
soon as they complete their current transaction.

Ignore Remote Adaptive Server Failures— if you select this
option, and if an Adaptive Server actively being used by a
stopped connection fails, the normal failover process proceeds
for the connection as soon as you restart the connection.

If you do not select thisoption, and if an Adaptive Server actively
being used by a stopped connection fails, an attempt is made to
reestablish the connection silently without notifying a
coordination module when you restart the connection.

You can also use the rp_stop registered procedure to stop connections.
See rp_stop on page 227.
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4

Click OK to save your options and stop al connectionsto the
Adaptive Server.

[ ISwitching connections from Adaptive Server

You can switch all connections from one Adaptive Server to another
Adaptive Server in the same pool. You cannot choose to which server you
want to switch connections. Connections switch to servers according to
the server order you specify when you add servers to pools. See “Adding
Adaptive Serversto a pool” on page 56.

1
2
3

Select the Adaptive Server where you want to change the connections.
Select File | Connections | Switch.
You can select these options:

e Grace Period (in seconds) — to specify the maximum number of
seconds to wait before forcefully switching busy connections. A
value of 0 indicates that OpenSwitch does not enforce a grace
period.

e Force switch —if you select this option, OpenSwitch forcefully
switches all connections, even if the connections are currently
busy, they are either actively in the middle of communicating
with aremote server, or in the middle of processing open
transactions.

If you do not select this option, OpenSwitch switches
connections only if they are not busy.
You can also use the rp_switch registered procedure to switch
connections. See rp_switch on page 230.

Click OK to save your options and switch all connections from the
Adaptive Server.

[ IStarting connections to Adaptive Server
You can use OSWM to start connections to a server.

1
2
3

Select the Adaptive Server where you want to change the connections.
Select File | Connections | Start.

Click OK to start the end user connections to the server that you
previously stopped.
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You can also usetherp_start registered procedure to start connections.
See rp_start on page 225.

Monitoring resources

You can monitor the resourcesthat connect to Adaptive Serverswithin the
OpenSwitch environment. These are resources that you define in
OpenSwitch by user name, host name, or application name.

OpenSwitch allows you to automatically cancel or terminate connections
that overuse Adaptive Server, however, you cannot use OSWM to perform
these actions. Configure these settings in the OpenSwitch configuration
file. See “Resource governing” on page 11 for more information.

[ IMonitoring resources with the Resource Governor

1 Select the OpenSwitch server you want to monitor.

2 Select the Resource Governor folder to display attributes such as
OpenSwitch server hosts and applications.

3 You can view the different values for each attribute:
»  Entry —the name of the attribute.

» Action —the actions that you can perform on these attributesin
OpenSwitch.

» Active Period —the period of time in seconds after which the
actions you specify take effect.

Monitoring Coordination Modules
Either coordination modules or replication coordination modules are
connected to a specific OpenSwitch server. A CM and a RCM cannot be
connected at the same time to the same OpenSwitch server.
[ IMonitoring Coordination Modules and Replication Coordination Modules

1 Select the OpenSwitch server you want to monitor.

2 Select the Coordination Modules folder to display all Coordination
Modules (CM) or Replication Coordination Modules (RCM)
connected to the OpenSwitch server.

3 Select any CM or RCM.
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4  Select File| Properties.

CM properties:

Host Name — the host name of the OpenSwitch server that is
connected to the CM.

Process ID —the ID for the CM process.
Status — whether the CM is active.

RCM properties:

Name of the Replication Coordination Module.

RCM Type — whether the Replication Coordination Moduleis a
primary or secondary coordination module.

Managing and monitoring processes

You can use OSWM to monitor and terminate processes connected to
Adaptive Servers within an OpenSwitch environment.

Administration Guide

[ IMonitoring processes

1 Select the OpenSwitch server you want to monitor.

2  Select the Processes folder to all processes connected to the
OpenSwitch server. You can view the Adaptive Servers and poolsthe
processes are connected to.

3 Select aprocess.

4  Select File| Properties:

5 Select the General tab to view these properties:

Process ID.
Type.
Application type — the application name such as, isql.

Login —the user name used by the applicationtologinto
Adaptive Server.

State — the current status of the process.

6 Select the Parameterstab to view these parameters:
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Remote Adaptive Server ID —the process ID (spid) of the
process.

Action — pending actions that an administrator initiated or
pending actions that arise internally such as Adaptive Server
failure: DEADLOCK, NORETRY, SERVER, STIME, STOP, or
SWITCH. See Table 7-16 on page 238 for descriptions of each
type of action.

Host Name — OpenSwitch server host name.

Database —the name of the database that the processis connected
to.

Current Adaptive Server —the Adaptive Server that the processis
currently connected to.

Next Adaptive Server —the Adaptive Server that the process can
switch to.

Pool — the pool that contains the Adaptive Serversthat the
process connects to currently.

[ITerminating processes

1
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Select the OpenSwitch server on which you want to terminate a
process.

Select the Processes folder then select a process.
Select Edit | Delete.

Select Yesto confirm and terminate the process.
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Starting and Stopping
OpenSwitch and RCMs

This chapter describes how to start and stop OpenSwitch.

Topic Page
Starting and stopping OpenSwitch on UNIX 65
Starting and stopping OpenSwitch on Windows 66
Using encrypted user names and passwords 70
Using command line options 72
Starting and stopping the RCM from OpenSwitch 77

Starting and stopping OpenSwitch on UNIX

OpenSwitch starts automatically after installation and configuration.

[IRestarting OpenSwitch

./OpenSwitch -c
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1 Inaterminal window, go to the $SYBASE directory.
2 InaC Shél, enter:
source SYBASE.csh
In aBash, Bourne or Korn Shell, enter:

./SYBASE.csh

3 Goto $SYBASE/OpenSwitch-15_1/bin, and enter the following,
where -c specifies the name of OpenSwitch configuration file to be
used during start-up and OpenSwitch_ServerName is the name of

your OpenSwitch configuration file:

.../config/OpenSwitch ServerName.cfg

You can configure OpenSwitch to use encrypted user names and
passwords for the user name and password entries that are in the

OpenSwitch configuration file. See “Using encrypted user names and

passwords” on page 70.
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See“Using command line options’ on page 72 for alist of optionsyou can use
to adjust the behavior of OpenSwitch.
[ IStopping OpenSwitch

1 Inaterminal window, connect to isgl as an administrator and enter in one
line, where OpenSwitch_ServerName is the name of the OpenSwitch
server you want to stop:

isgl -UAdministrator UserName -PAdministrator Password
-S OpenSwitch ServerName

2 Enter:

rp_shutdown
go

Starting and stopping OpenSwitch on Windows

OpenSwitch starts automatically after you install and configure the product.

Note You cannot start OpenSwitch until you have configured the product. If
you chose to configure OpenSwitch after installation, see Chapter 5, “Using
the Configuration File,” in this guide, and Chapter 3, “Configuring
OpenSwitch” in the OpenSwitch Installation Guide for more information.

[IStarting OpenSwitch from the Start menu

See Chapter 4, “ Post- Installation Tasks” in the OpenSwitch Installation Guide
to add OpenSwitch to the Windows Start menu. To start OpenSwitch:

*  Select Start | Programs | OpenSwitch | OpenSwitch.
[IStarting OpenSwitch from a command prompt
1 OpenaCommand Prompt window, and go to the %SYBASE% directory.
2 Inthe same window, enter:
A\SYBASE.bat
3 At the command prompt, enter:

cd $SYBASE%\OpenSwitch-15 1\bin
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4 Inthe same window, enter the following command, then enter the
following, where -c is the name of the OpenSwitch configuration file to
use during start-up:

start OpenSwitch.bat -c ...\config\OpenSwitch ServerName.cfg

You can configure OpenSwitch to use encrypted user names and passwordsfor
the user name and password entries that are in the OpenSwitch configuration
file. See “Using encrypted user names and passwords’ on page 70.
[IStopping OpenSwitch from the command line on Windows
1 OpenaCommand Prompt window and go to %SYBASEY6.
2 Enter:
.\SYBASE.bat

3 At the command prompt, connect to isql as an administrator and enter in
one line, where OpenSwitch_ServerName is the name of the OpenSwitch
server you want to stop:

isqgl -UAdministrator UserName -PAdministrator Password
-S OpenSwitch ServerName

4 |ssuethis command:
rp_shutdown

go

[IStarting OpenSwitch as a Windows service

1 Goto %OPENSWITCH%\bin and use atext editor to set the
OPENSWITCH and SYBASE_OCSvariables to the correct path in the
OpenSwitch.bat file. Save the file and close the text editor.

2 From %OPENSWI TCH%\bin, open a Command Prompt window, enter
the following, where OpenSwitch_configuration file pathisthelocation
of the OpenSwitch configuration file:

.\OpenSwitch.bat -c OpenSwitch configuration file path -R install
For example:
D:\Sybase\OpenSwitch-15 1\config\OpenSwitch ServerName.cfg

3 Open the Registry Editor. Select Start | Run, enter regedit in the Open
text field, then click OK.

4 Inthe Registry Editor window, go to HKEY_LOCAL_MACHINE |
SY STEM | CurrentControl Set | Services and select the OpenSwitch server
name.
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a Select Edit | New | Key, then enter parameters asthe key name.

Select the new Parameters key, select Edit | New | String Value, then
enter Application asthe new string value.

¢ Double-click Application. In the Edit String dialog box, enter the
following text on one line in the Value Datafield:

OpenSwitch installation directory\bin\OpenSwitch.bat
-c OpenSwitch configuration file path
-1 OpenSwitch install directory\bin\OpenSwitch ServerName.log

Where:

e OpenSwitch installation directory —is the drive and directory in
which OpenSwitch isinstalled; for example:

D:\Sybase\OpenSwitch-15 1

»  OpenSwitch configuration file path — is the location of the
OpenSwitch configuration file; for example:

D:\Sybase\OpenSwitch-15 1\config\OpenSwitch ServerName.cfg

»  OpenSwitch log file path —is the location of the OpenSwitch log
file; for example:

D:\Sybase\OpenSwitch-15_ 1\bin\OSWServer.log

Note Usethename of your actual OpenSwitch configuration fileand
log file when entering this information.

Click OK.

d Intheleft pane of the Registry Editor window, click your service
name. In the right pane of the Registry Editor, double-click the
“ImagePath” string and delete the text in the Edit String dialog box.

Enter the full path to the srvany.exefile. For example:

D:\engapps\NTResKit\srvany.exe
Click OK.

Note srvany.exeisinstalled on Windows operating systems as part of
the ResourceKit. If servany.exeisnot on your machine, download the
file as part of the Windows Resource Kit for your platform at the
Microsoft Windows Resource Kit Web page at
http://lwww.microsoft.com/windows/reskits/default.asp.
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8

e Select Registry | Exit to close the Registry Editor.

Select Start | Settings | Control Panel | Administrative Tools | Services,
right-click OpenSwitch OpenSwitch server name in the Servicesright
pane, then click Properties.

In the Properties dialog box:
a Select the Log On tab.

b Select Local System Account and Allow Service To Interact With
Desktop.

¢ Select the Genera tab.
d Inthe Startup Type box, select Automatic.

If you do not want OpenSwitch to start automatically the next timethe
Windows machine is restarted, change the Startup Type to Manual.

e Click Apply, then click OK to close the Properties dialog box.

In the Servicesright pane, right-click the OpenSwitch service and select
Start.

Close the Services window.

[ IStopping the OpenSwitch service on Windows

1

g b~ W N

7

Right-click an empty space on the Windows taskbar, then click Task
Manager.

Select the Processes tab.
Click on the OpenSwitch process and select End Process.
Close the Windows Task Manager window.

If thisfailsbecause the processis being used by an application, select Start
| Settings | Control Panel | Administrative Tools | Services.

In the Services window, right-click the OpenSwitch service and select
Stop.

Close the Services window.

[ IRemoving OpenSwitch as a service

1
2
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Shut down OpenSwitchif it is running.
Open a Command Prompt window and go to %OPENSWM TCH%\bin.
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3 At acommand prompt, enter the following, where OpenSwitch

configuration file path is the location of the OpenSwitch configuration
file:

.\OpenSwitch.bat -c OpenSwitch configuration file path -R remove

For example:

D:\Sybase\OpenSwitch-15 1\config\OpenSwitch ServerName.cfg

This stops the service and removes it from the Windows Registry.

Using encrypted user names and passwords

Configure OpenSwitch to use encrypted user names and passwords by using a
text editor to modify the following parametersin the OpenSwitch
configuration file:

70

ADMIN_USER
ADMIN_PASSWORD
COORD_USER
COORD_PASSWORD
CMON_USER

CMON_PASSWORD
COMPANION_ADMIN_USER
COMPANION_ADMIN_PASSWORD

If OpenSwitch is configured for user name and password encryption, all user
names and passwords in the OpenSwitch configuration file aswell asthosein
the coordination module must be encrypted. See “Manually editing
configuration options’ on page 87.

[ IEncrypting user names and passwords in the configuration file

1  Shut down OpenSwitch using rp_shutdown (See rp_shutdown on page

224).

2 Restart OpenSwitch with the -E flag (see “Using command line options’

on page 72).
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3 OpenSwitch prompts for each user name and password in the
configuration file. Onceall of the entries are made, OpenSwitch writesthe
encrypted user names and passwords to the console.

You can use afile name as an optional argument with the -E flag so the
encrypted user names and passwords are written to the specified file as
well as the console. If an argument is not given, OpenSwitch writes the
information only to the console. Thisis an example of the output:

ADMIN USER =encrypted username

ADMIN PASSWORD = encrypted password
COORD_USER = encrypted username
COORD_PASSWORD = encrypted password
CMON_USER = encrypted username
CMON_PASSWORD = encrypted password
COMPANION ADMIN USER = encrypted username
COMPANION ADMIN PASSWORD = encrypted password
CMON_USER = encrypted username
CMON_PASSWORD = encrypted password

SERVER NAME = server name in plain text
USERNAME PASSWORD ENCRYPTED = 1

Note Inthisexample, two CMON_USER and CMON_PASSWORD
entries display. Thefirst entry appliesto al the serversfor which the user
has not explicitly set the CMON_USER and CMON_PASSWORD. The
second CMON_USER and CMON_PASSWORD was explicitly set by the
user for a specific server.

4 With atext editor, modify the configuration file to replace the non-
encrypted values with the new encrypted values. Verify the
USERNAME_PASSWORD_ENCRYPTED option is set to 1.

5 Restart OpenSwitch.

To encrypt a user name and password that are not in the OpenSwitch
configuration file, such asping_user and ping_password, whichareinthecml.c
sample, start OpenSwitch with -pusername or -ppassword. See “Using
command line options” on page 72. The encrypted string displays on the
console, which you can then cut and paste to where it is needed.
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Using command line options

Use the command line options described in this section to adjust the behavior
of OpenSwitch.

Use the configuration GUI to set these options during or after installation; see
Chapter 3, “Configuring OpenSwitch” in the OpenSwitch Installation Guide.
You can also set or change these options using atext editor to manually modify
the OpenSwitch configuration file. See Chapter 5, “Using the Configuration
File.”
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-a charset — sets the name of the default character set used during
communi cations between the client connections and OpenSwitch. You can
also set this option using the CHARSET configuration option.

-c configuration file — specifies the name of a configuration file to read
during start-up. If supplied, this option must be the first option on the
command line. All other occurrences of -c are ignored. Portions of the
configuration file contents are overridden by any subsequent command
line options that you supply.

-C conn_flags — when running the symbolic (debug) version of
OpenSwitch (located in $SOPENSWI TCH/devbin on UNIX and in
%OPENSW TCH%\devbin on Windows) and linking with the Sybase
instrumented libraries (located in $SYBASE/OCS-15_0/deviib on UNIX
and in %OPENSWI TCH%\devlib on Windows), you can supply one or
more of the flags described below to turn on connection-level debugging.

Value Description

a All debugging messages
d Diagnostic messages

p Networking protocols

s Protocol state

-d dbg_log —when used in conjunction with -C and -X, all debugging
output is redirected to the file dbg_log, rather than the default
OpenSwitch.log.

This optionisvalid only when running the symbolic (debug) version of
OpenSwitch (located in $OPENSWM TCH/devbin on UNIX and in
%OPENSW TCH%\devhin on Windows) and linking with the Sybase
instrumented libraries (located in $SYBASE/OCS-15_0/devlib on UNIX
and in %OPENSWI TCH%\devlib on Windows).
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-e —enables echoing of all message log information is sent to stderr while
OpenSwitch is running. All log messages go directly to thelog_file.

-E filename — use when encryption is required for the user names and
passwords in the OpenSwitch configuration file. By default, -E sends its
output to stderr. If the optional file name is given, the output is also sent
to the specified file. When the -E flag is used, OpenSwitch prompts you
for values for each of the following optionsin the [CONFIG] section:

« ADMIN_USER

«  ADMIN_PASSWORD
« COORD_USER

« COORD_PASSWORD
« CMON_USER

«  CMON_PASSAWORD

OpenSwitch allows up to 29 cleartext characters to be entered for each
request.

-f —enables full pass-through mode for language commands and RPC
commands. This mode may improve performance, but disables the server
from tracking database context and transacti on states during the switching
process.

Note See“[CONFIG]” on page 88 to configure “full pass-thru mode”
using the FULL_PASSTHRU OpenSwitch configuration parameter.

-h — prints usage message.

-1 interfaces — indicates that OpenSwitch should start using the specified
interfaces file on UNIX or sql.ini file on Windows rather than the default
$SYBASE/interfaces on UNIX or %SYBASEY\ini\sgl.ini on Windows.
Thisoption isan uppercase“1”.

-1 log_file—sends all OpenSwitch output to log_filerather than the default
file of OpenSwitch.log. This optionisalowercase“L”.

-n server_name — specifies the name of the OpenSwitch in the interfaces
file; or the Windows sql.ini file. If not supplied, server_name defaults to
OPENSWITCH.
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e -0 —when you have MUTUAL_AWARE set to 1, which enables
mutually-aware OpenSwitch servers, using -O overrides the datain the
Adaptive Server configuration tables with the information from the
OpenSwitch configuration file.

» -p-—adlowsyouto encrypt aparticular string. The output iswritten only to
the console. Thisis useful for applications (such as coordination module
applications) where an encrypted user name or password is needed and it
isauser name or password that is not processed with the -E option.

» -r—enablesthe resource monitor thread.

» -ssrv_flags—when OpenSwitch is started using the Sybase-instrumented
librarieswhich arelocated in $SYBASE/OCS-15_0/devlibon UNIX andin
%SYBASEY\OCS-15 _O\devlib on Windows, you can use one or more of
the flags described in the following table to enable Open Server-level
debugging messages.

You can also use the OpenSwitch Manager to set these flags.

Table 4-1: Trace flags

Value Displays

a TDS attention packets

d TDS datainformation

e Server events

h TDS header information

m M essage queue usage

n Network driver information

p Network driver parameter information
q Run queue information

r Network driver datainformation

s Network driver memory information
t TDS tokens

w TCL wake-up request

e -S stacksize — specifies the stack size for the OpenSwitch server. This
overwrites the STACK SIZE setting in the configuration file.

« -tdbg_flags—enables OpenSwitch specific debugging messages. Use one
or more of the options described below for dbg_flags.
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You can also use the OpenSwitch Manager to set these flags.

Note You can turn these flags on and off at runtime using rp_debug.

Table 4-2: Debug flags

Value

Description

a

Enables al possible debugging flags.

b

Displays attempts to set or test configuration options as described in
the configuration file.

Displays information about result handling of client-side cursors.

Logs interactions between a mutually-aware OpenSwitch, its
companion OpenSwitch, and Adaptive Servers.

Logs access to data items attached to each thread’s user data.

Displaysinformation about the handling of dynamic SQL statements.

Logs all error messages passing through the OpenSwitch error
handlers, even those that are normally suppressed.

-

Shows connection progress information when OpenSwitch is
interacting with the coordination module.

Display messages related to a coordination module (CM).

Displays operations involving security negotiations.

S|lQ|m

Displays messages when entering each event handler.

Displays progress information concerning the switching process
during a call to rp_switch, such as success or failure of each switch,
and which connections fail to go idle within the specified period of
time.

Shows the connection caching activity.

Displays activity of the timer thread (the thread that is responsiblefor
calling timed callbacks within OpenSwitch).

Dumps every SQL statement issued through the SRV_LANGUAGE
event handler to log_file.

Displays every memory allocation and de-all ocation (more extensive
information may be available at compile time).

Displays receipt and handling of cancel or attention regquests from
client connections.

Displays a message each time a command line option value is set or
tested.

Displays manipulation, use, and assignments of server pools.

Displays information about the connection monitor activity.

Displays current state and actions of the internal resource monitoring
thread.
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Value | Description

R Logs interactions between an OpenSwitch and replication
coordination modules (RCMs).

s Shows access and rel ease of shared and exclusiveinternal locks (used
to prevent concurrent accessto internal data structures).

S Displaysthe SQL statement that is being executed as part of
rp_replay calls.

t Displays activities of the timer thread that is responsible for
periodically waking other sleeping threads.

u Displaysinformation about result sets being returned to client threads.

U Logs the user action, such as CUSTOM or MANUAL script
execution during a companion OpenSwitch or Adaptive Server
failure.

v Logs ping operations and responses from remote machines.

X Displays mutex accesses (more detailed view on shared locks).

-T —truncates log_file at start-up rather than appending to the end of an
existing file.

-u nusers — sets the maximum number of client connections allowed
(default is 1000).

-v — displays the OpenSwitch version numbers to stderr, then exits.

-V —disables the validation checks for al configuration options specified
in the OpenSwitch configuration file.

The -V option is provided when you start OpenSwitch server, as follows:
./OpenSwitch -c Absolute path to the configuration file -V
By default, these validations are turned on if -V is not specified.

For example, MUTUAL_AWARE configuration parameter or option in the
OpenSwitch configuration fileisaboolean value whose valid valuesare 0
or 1. When -V option is not specified at server start time, which isthe
default, the MUTUAL_AWARE option will be validated for the specified
value. If the value is neither O nor 1, an appropriate error message is
displayed and OpenSwitch does not start.

If the -V is specified, then MUTUAL_AWARE option will not be validated
for itsvalid value of either O or 1.
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-X ctx_flags—when running the symboalic (debug) version of OpenSwitch
and linking with the Sybase instrumented libraries located in
$SYBASE/OCS-15_0/deviib on UNIX and in
%SYBASEY%\OCS-15_O\devlib on Windows, you can supply one or more
of theflagslisting in thefollowing tableto turn on context level debugging
in the server.

Value Description
s AP state messages

e APl error messages
m Memory allocation messages
n Network accesses

Starting and stopping the RCM from OpenSwitch

OpenSwitch version 15.0 and later allowsthe replication coordination module
(RCM) to automatically start and stop when you start and stop OpenSwitch.
This functionality is supported by:

Requirements

Administration Guide

Parameters — RCM_AUTOSTART, RCM_RETRIES, RCM_PATH,
RCM_CFG_FILE, RCM_LOG_FILE, and RCM_SECONDARY in the
[CONFIG] section of the OpenSwitch configuration file.

Registered procedures — rp_rcm_startup, rp_rcm_shutdown,
rp_rcm_connect_primary, and rp_rcm_list. See “ Registered Procedures’ on
page 155 for instructions.

RCMNAME parameter in the RCM configuration file.

See Chapter 4, “Using the Replication Coordination Module” in the
OpenSwitch Coordination Module Reference Manual, for requirements and
instructions on implementing a redundant high-availability, warm-standby
environment.
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Configuring an RCM to start automatically from OpenSwitch

When you configure OpenSwitch using the configuration GUI during or after
installation, and select replication coordination module on the second
configuration screen, the product is automatically configured to start and stop
the RCM when you start and stop OpenSwitch.

If you did not select replication coordination module in your initial
OpenSwitch configuration, you must re-run the configuration GUI, make this
selection, and compl ete the associated options on the various screens that
display. Use the instructionsin this section to complete these tasks.

[IConfiguring an RCM autostart

1  Shut down OpenSwitch if it is running.
2 Sart the OpenSwitch configuration GUI.

Note You must configure OpenSwitch to use an RCM by selecting
Replication Coordination M odule on the second screen of the OpenSwitch
configuration GUI.

If you chose not to configure OpenSwitch during installation, start the
configuration tool and use the instructions in “ Configuring OpenSwitch
using the GUI tool,” in Chapter 3, “Configuring OpenSwitch” in the
OpenSwitch Installation Guide to complete the configuration.

3 After you completethe configuration and closethe configuration GUI, use
atext editor to open the OpenSwitch configuration file.

Theconfigurationfileislocated in Y%6OPENSWM TCH%\config inWindows
and in SOPENSWI TCH/config in UNIX.

4  Edit thefollowing valuesin thefile:

Parameter Description
RCM_AUTOSTART Instructs OpenSwitch whether to start the RCM.
Enter:
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* 0-zero (0) for false. If you do not select Replication Coordination Module, this
value defaultsto 0.

e 1-—for true, which autostarts the RCM. When you choose Replication
Coordination Module on the second screen of the configuration GUI, the value for
this parameter isset to 1.
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Parameter

Description

RCM_RETRIES

Tells OpenSwitch how many times to retry starting the RCM. If the RCM fails for
reasons other than the user requesting that the RCM be shut down, OpenSwitch
attempts to restart the RCM. If an unrequested shutdown of the RCM occurs within
one minute of starting, OpenSwitch logs an error and does not attempt to restart the
RCM.

Enter:

e 0-zero (0). OpenSwitch does not attempt to restart the RCM. If you do not select
Replication Coordination Module, this value defaults to zero (0).

e 1to...—any numeric vaue that represents the number of times OpenSwitch
should attempt to restart the RCM.

This parameter is set to 1 when you choose Replication Coordination Module.

RCM_PATH

Enter the location where OpenSwitch should look for the RCM executable. If you do
not enter a value, OpenSwitch runs the RCM located in SOPENSWI TCH/bin on
UNIX systems or in %OPENSW TCH%\bin on Windows systems; where
OPENSWITCH isthe installation directory.

This parameter hasanull value if you do not specify a path.

RCM_CFG_FILE

Enter the file and directory path where the RCM configuration fileislocated. This
parameter has anull value if you do not specify a path.

RCM_LOG_FILE

Enter the file and directory path where the RCM log file should be created. This
parameter has anull value if you do not specify a path.

RCM_SECONDARY

Instructs OpenSwitch whether the RCM that is being started is a primary or a
secondary RCM.

Enter:
e 0-zerofor aprimary RCM. Thisisthe default value.
e 1-—for asecondary RCM.

RCM_TRC_FLAG
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Thereis no command line equivalent for this option.

Use this option to set trace flags for RCM when you start RCM from OpenSwitch.
Enter:

e 1-tosettraceflagsfor RCM.
* O-todisabletraceflagsfor RCM. Thisisthe default.

Thisisadynamic option and you can set it with the rp_set registered procedure. See
rp_set on page 218 for more details.

See “ OpenSwitch sample configuration file” on page 80 for sample
values.

5 Savethe configuration file, close the text editor and restart OpenSwitch.
6 Inatext editor, open the RCM configuration file located in

%OPENSW TCH%\config on Windows and in SOPENSWI TCH/config on
UNIX.
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7  Editthe RCMNAME configuration parameter. To enter aunique name that
allows OpenSwitch to identify the RCMsto which it is attached.
OpenSwitch maintainsaninternal list of registered RCMs and usesthelist
toidentify RCMsto shut down, or to display to the client application when
rp_rcm_list isissued.

8 Savethefile and close the text editor.

9 Optionaly, use these RCM registered procedures to work with this
feature: rp_rcm_startup, rp_rcm_shutdown, rp_rcm_connect_primary,
rp_rcm_list. See “ Registered Procedures’ on page 155 for syntax and use
instructions

OpenSwitch sample configuration file
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[CONFIG]
SERVER NAME

RCM_AUTOSTART
RCM_RETRIES
RCM_PATH
RCM_CFG_FILE
RCM_LOG_FILE
RCM_SECONDARY

[CONFIG]
SERVER NAME

RCM_AUTOSTART
RCM_RETRIES
RCM_PATH
RCM_CFG_FILE
RCM_LOG_FILE
RCM_SECONDARY

Thefollowing example displays the parameters used in the [CONFIG] section
of asample OpenSwitch configuration file that are applicable to automatically
starting the RCM when OpenSwitch starts.

* UNIX:

= rcm_osw

1

=3

/opt/sybase/OpenSwitch-15 1/bin/rcm
/opt/sybase/OpenSwitch-15 1/config/rcml.cfg
/opt/sybase/OpenSwitch-15 1/logs/rcm.log

*  Windows:

= rcm_osw

:\sybase\OpenSwitch-15 1\bin\rcm.exe
:\sybase\OpenSwitch-15 1\config\rcml.cfg
:\sybase\OpenSwitch-15 1\logs\rcm.log

]
NN weR
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RCM sample configuration file example
Shows the RCMNAME parameter used in a sample RCM configuration file.

LANGUAGE = us_english

CHARSET = iso 1

OPENSWITCH = rcm osw

SECONDARY_ OPENSWITCH = rcm_osw2
COORD_USER = switch coord
COORD_PASSWORD = switch coord

RCMNAME = rcml

REP_SERVER = Osw_rs
RS_USER = sa
RS_PASSWORD =

ACTIVE_ASE = active_ase
ACTIVE USER = burt

ACTIVE PASSWORD = burt pwd
ACTIVE DBS = pubs2

STANDBY ASE = standby ase
STANDBY USER = alice

STANDBY PASSWORD = alice pwd
STANDBY DBS = pubs2

LOGICAL_CONN = LDS.LDB
REQUIRED DBS = pubs2
APP_POOL = Application

FAILOVER _WAIT = 30
MONITOR WAIT = 30

RS _FAILOVER_MODE = SWITCH
SWITCH _USERS = 1
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Using the Configuration File

This chapter describes the contents of the OpenSwitch configuration file,
which you can specify when you start OpenSwitch.

Topic Page
Introduction 83
Editing the OpenSwitch configuration file 84
Creating or editing a configuration file 86
Manually editing configuration options 87

When you install OpenSwitch, you can use the graphical configuration
tool to configure the product. When you finish the configuration,
OpenSwitch creates a configuration file that stores your selected
configuration settings. If you choose not to use the configuration tool
during or after installation, you must manually create a configuration file
with the settings appropriate to your installation.

You may want to manually create or edit the OpenSwitch configuration
fileto:

e Usean existing configuration file from an earlier version of
OpenSwitch and add parameters from the version of OpenSwitch to
which you have upgraded.

e Configure the OpenSwitch manually.

e Manually change configuration values after the initial OpenSwitch
configuration.

This chapter contains instructions on creating a new configuration file,
formatting tips for editing anew or existing configuration file, and alist
of al configuration file parameters for the current version of OpenSwitch.
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You can also use the details provided for configuration parametersas a
reference when using the configuration tool.

Note If you manually edit the OpenSwitch configuration file to initially
configure OpenSwitch, or to change configuration values after initial
configuration, you may also need to edit the sgl.ini file in Windows or the
interfacesfilein UNIX. See Chapter 3, “Configuring OpenSwitch” in the
OpenSwitch Installation Guide for more information.

Editing the OpenSwitch configuration file

Using wildcards

84

The OpenSwitch configuration file consists of multiple sections, each of which
isidentified by the name of the section enclosed in square brackets. For
example:

[SECTION NAME]

No section isrequired. Empty lines, or lines that begin with a pound sign (#)
are ignored by OpenSwitch.

You can specify optionsin some sections like this:
[SECTION NAME:OPTION1=VALUE, OPTIONZ2]

Set true and false, or on and off options using zero (0) to indicate off or false,
and one (1) to indicate on or true.

OpenSwitch allowsyou to use wildcard expressionsin its configuration file to
represent values for the connection attributes.

If ayou use awildcard expression to define an attribute under the [POOL ]
connections section, for example:

[POOL=POOL1 : MODE=CHAINED, CACHE=0]
connections:
username= [abcde] %

Then all users whose user names start with any letter from “a’ to“e” are
channeled to POOL 1.
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Brackets ([])

Caret (%)

Escape ()
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If you use awildcard expression to define an attribute under the
[LIMIT_RESOURCE] section, for example:

[LIMIT RESOURCE:ACTION=KILL,BUSY=100]
appname: [ei]lsqgl

Then an application with the name of “esql” or “isql” is governed by the
resource monitor and killed if it spends longer than 100 secondsin a
transaction.

OpenSwitch wildcard expressions are identical to those used in Adaptive
Server Enterprise, except for the escape expression.

Usesquare brackets ([ 1) to enclose arange of characters, suchas” [a-£1", or
aset of characters, such as*” [85rza].” When ranges are used such as
[charl-char2], al valuesin the ASCII range between charl and char2
match.

For example, if you use 8-bit ASCII, “ [0-z]" matches 0-9, A—Z, and &z, as
well as several punctuation characters.

The wildcard expression: [dD] og matches these strings:

dog
Dog

The wildcard expression [A-z]at matches these strings:

Pat
Hat
Cat

When included as the first character within a set of brackets, you can use the
caret symbol (*) to negate matching a set of characters within the brackets.

For example, the expression: “ [*a-z]at” matches these strings:

cat
hat
pat

It does not, however, match:

Cat
Hat
Pat

Use the escape (\) wildcard to negate special meaning of another wildcard
character. For example, to include the “%” asaliteral part of an expression,
“90\%" matches the string 90%.
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You can use the escape wildcard to negate the meaning of any character within
awildcard expression.

Percent (%) The percent (%) wildcard represents a string of zero or more characters. For
example, the wildcard expression “sco%” matches these strings.

scott
scooter
scope

But it does not match:
escort

Underscore () The underscore () wildcard matches any single character. For example, the
expression “_op” matches these strings:

pop
mop
top

But it does not match:

stop

Creating or editing a configuration file

Use the procedures in this section to create anew OpenSwitch configuration
file or edit an existing one.
[ ISetting up the OpenSwitch configuration file

1 To create anew OpenSwitch configuration file, go to
%OPENSWI TCH%\config in Windows or SOPENSWM TCH/configin
UNIX and copy the sample.cfg file by entering the following, where
OpenSwitch_ServerName is the name of your server configuration file:

*  OnUNIX:
cp sample.cfg OpenSwitch ServerName.cfg
*  On Windows:

copy sample.cfg OpenSwitch ServerName.cfg

86 OpenSwitch



Chapter 5 Using the Configuration File

Use atext editor to set the valuesin the configuration file you just created.
Use theinformation in the tablesin “Manually editing configuration
options” on page 87 for the definitions of the values to provide.

Note You can aso run the standal one configuration GUI to set the
configuration parameters. See Chapter 3, “Configuring OpenSwitch” in
the OpenSwitch Installation Guide.

Save the file and close the text editor.

Go to $SOPENSWITCH on UNIX or %OPENSW TCH% on Windows and
create alogs directory:

Start OpenSwitch. You cannot start OpenSwitch until you have configured
the product.

[IEditing an existing OpenSwitch configuration file

1
2

Stop OpenSwitch if it isrunning.

Go to go to Y% OPENSWI TCH%\config on Windows or
$OPENSWI TCH/config on UNIX.

In atext editor, open the OpenSwitch configuration file which hasthe .cfg
file name extension; for example, OpenSwitch_ServerName.cfg.

Modify the files as necessary using the remainder of this chapter for
reference.

Save the updated file and close the text editor.
Restart OpenSwitch.

Manually editing configuration options

The configuration file contains these sections:

Administration Guide
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[CONFIG]

Description

Format

Parameters

88

» [CONFIG] —OpenSwitch server configuration values, which you can also
set individually at acommand line.

Note You can aso use the OpenSwitch Manager management utility to
change the configuration values of your OpenSwitch servers.

* [SERVER] —definesthe settings and status of Adaptive Serversavailable
for use within OpenSwitch.

» [POOL] - definesagroup of Adaptive Servers and the set of connections
for each group.

* [LIMIT_RESOURCE] —if you enable the OpenSwitch resource limiting
feature at start-up with the -r flag or the RMON configuration option, use
this section to specify the connections that are candidates for resource
governing and which resources to limit.

* [COMPANION] — name of the OpenSwitch companion, and the
administrator user name and password used to make a connection.

Allows you to set OpenSwitch command line options. The [CONFIG] section
can contain zero or more NAME options.

[CONFIG]

NAME = VALUE
NAME = VALUE
NAME = VALUE

NAME and VALUE — configuration options specific to OpenSwitch, which are
entered in the format:

NAME=VALUE
where;

*  NAME —isthe option being set
*  VALUE —isthe option’s setting

Table 5-1 on page 89 describes the options you can set (NAME), and the
setting available for each option’s VALUE.

The options shown in Table 5-1 are listed a phabetically for easy reference.
Thisis not the order in which the options appear in the configuration file.
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Name

The value description also includes information on whether the option is static
or dynamic:

Dynamic option — takes effect immediately when you set it and it affects
all future connections but does not affect existing connections. Dynamic
options usually affect individual connections.

Static option — you cannot change static options while OpenSwitch is
running.You must stop and restart OpenSwitch before the changes take
effect. Static options usually define the overall characteristics of the
OpenSwitch server and its start-up options.

Note A valueof DEFAULT setsthe default valuesfor any server not explicitly
listed in this section.

In Table 5-1, the val ue description includes the command line option that you
can set with this parameter. When you start OpenSwitch at the command line,
you can enter the command line option to achieve the same results. See* Using
command line options” on page 72.

Table 5-1: [CONFIG] NAME and VALUE options

Value

ADMIN_PASSWORD

Thereis no command line equivalent for this option.

Enter the administrative user password. If
USERNAME_PASSWORD_ENCRYPTED is set to 1, this option should
contain the encrypted string of the administrative user password. To encrypt
apassword, usethe-E or -p command line option. See“Using encrypted user
names and passwords’ on page 70.

Thisisadynamic option.

ADMIN_USER
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Thereis no command line equivaent for this option.

Enter the name of the incoming user connections that should be considered
administrative users. An administrative user has no outgoing connection to
the remote Adaptive Server and is intended to perform only administrative
tasks, mostly through registered procedure calls (RPCs).

If the USERNAME_PASSWORD_ENCRYPTED optionissetto 1, thisoption
should contain the encrypted string of the administrative user name. To
encrypt a user name, use the -E or -p command line options.

Thisisadynamic option.

89



Manually editing configuration options

Name

Value

API_CHECK

Thereis no command line equivalent for this option.

This option indicates whether to enable or disable the validation of
Server-Library arguments and state checking, and may be useful for
debugging.

Enter:

» 1-tocheck al APIsinternally for invalid parameters before execution.
Thisisthe default.

* 0-toexecuteal internal APIswithout checking for invalid parameters.
This setting can speed up performance, but it should be used with caution.

Thisisastatic option.

Warning! Do not set APl _CHECK to zero (FAL SE) unlessyour application
has been completely debugged with the default setting of 1 (TRUE). If

APl _CHECK is0 (zero), arguments are not validated before they are used.
If OpenSwitch passes invalid arguments to Open Client or Client-Library,
then OpenSwitch does not work correctly, resulting in memory corruption,
memory access violations (UNIX core dumps), or incorrect results. No error
messages are generated warning of the condition.

BCP_LOGGED

Thereis no command line equivalent for this option.

Indicates whether the OpenSwitch supports bep in operations. If abcp
operation is not logged and afailure occurs while the operation is executing,
OpenSwitch cannot guarantee the recovery of all bcp committed transactions
after the failover.Therefore, OpenSwitch allows only bep in operationsif the
administrator explicitly confirms that the bcp operations are being logged,
and are therefore recoverable through the Replication Server.

Enter:

e 1-—to specify that bcp operations are being logged and are recoverable
through the Replication Server.

» 0—to specify that bcp operations are not being logged and are not allowed
to go through OpenSwitch.Thisis the default setting.

Thisisadynamic option.

CACHE_THREADS
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Thereis no command line equivalent for this option.

Enter an integer value that represents the maximum number of connection
threads saved in the OpenSwitch server connection cache.

Thisisadynamic option.
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Name Value
CANCEL_QUERY_RESP_TIMEO | Thereis no command line equivalent for this option.
utT Enter:

« 1-—to cancel the query when the timeout period you set for a query with
RESPONSE_TIMEOUT expires.

« 0-toalow the query to continue even when the timeout period set in
RESPONSE_TIMEOUT expires. Thisisthe default.

Thisisadynamic option.

CHARSET Sets the -a command line option.
Specifies the default character set used by OpenSwitch. This character set is
used in communications with client connections.
Thisisastatic option.

CMON Thereis no command line equivalent for this option.

Enter:

* 1-touseasingle monitoring thread to monitor the health of each of the
Adaptive Servers connected to OpenSwitch and to facilitate a failover
when necessary. This must be set for OpenSwitch to support Adaptive
Server HA clusters, but isal so recommended for other non-cluster servers.
This must also be set for OpenSwitch to allow mutually-aware support
(MAS). CMON is set to 1 (one) by default.

« 0-tohaveeachthread rely onreceiving itsown asynchronous notification
from the Adaptive Server to tell it whether afailover is necessary. This
setting can be used if there are no Adaptive Server HA clusters among the
servers being connected to.

Thisisastatic option.

CMON_FAIL_ACTION

Administration Guide

Enter one of these actions:
¢ DEFAULT
¢ CUSTOM
¢ MANUAL
¢ CUSTOM_MANUAL

Note OpenSwitch currently supports only the DEFAULT action for
CMON_FAIL_ACTION.

This parameter is read-only when the CMON configuration parameter is set
to 1 (therecommended setting), and when the CMON thread that monitorsthe
health of the Adaptive Server fails to start. See Table 5-1 on page 89 for
information about the CMON parameter.

See“CMON_FAIL_ACTION” on page 147and “User-specified actions’ on
page 141 for more information about this parameter and its actions.
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Name

Value

CMON_PASSWORD

Thereis no command line equivalent for this option.
Enter the password for CMON_USER. The default is (empty string).

If the USERNAME_PASSWORD_ENCRYPTED optionisset to 1, this should
contain the encrypted string of the CMON user password. To encrypt a
password, use the -E or -p command line options. See “Using encrypted user
names and passwords’ on page 70.

Thisisastatic option.

CMON_RESPONSE_TIMEOUT

Thereis no command line equivalent for this option.

This option allows the connection nonitoring thread to detect if Adaptive
Server does not respond within the time you set.

Enter an integer representing seconds. The default is 0 (zero). This vaue
should be at least four times the values of CMON_WAITFOR_DELAY.

You must set the CMON_WAITFOR_DELAY option when you use
CMON_RESPONSE_TIMEOUT.

Thisisadynamic option.

CMON_USER

Thereis no command line equivalent for this option.

Enter the user login used by the connection monitor (CMON) thread to
connect to the back-end server. This must be an existing, valid login on each
of the Adaptive Servers being used. Verify this user has basic privileges and
can issue a“wait for delay” query to the remote data server. For
CMON_WAITFOR_DELAY to work properly, this user should not be an
administrative user on the remote data server.

If the CMON_USERisnot avalid Adaptive Server user, the client can be left
in an undefined state when OpenSwitch is configured for failover mode and
afailover occursto the secondary Adaptive Server.

If USERNAME_PASSWORD_ENCRYPTED isset to 1, thisshould contain the
encrypted string of the CMON user name. To encrypt a user name, use the -E
or -p command line options.

Thisis astatic option.

CMON_WAITFOR _DELAY
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Thereis no command line equivalent for this option.

Allows the user to configure the amount of time the CMON thread delays
before the WAITFOR expires when it issues the “wait for delay” query.

Enter an integer representing seconds. The default is 3600 (1 hour). Set the
CMON_WAITFOR_DELAY to alesser valueif you want the shutdown to
occur more quickly.

Use this when you want the graceful shutdown of an Adaptive Server rather
than a shutdown with no wait.

You must set the CMON_WAITFOR_DELAY option when you use
CMON_RESPONSE_TIMEOUT.

Thisisadynamic option.
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Name

Value

CMP_FAIL_ACTION

Note Required only when
MUTUAL AWARE=1.

Enter one of these actions:
e DEFAULT
« CUSTOM
*« MANUAL
« CUSTOM_MANUAL

This parameter is used when network connectivity islost to the companion
OpenSwitch in amutually-aware setup. Once the network is restored and the
connection to the companion is re-established, the two OpenSwitch servers
synchronize their configurations.

See“CMP_FAIL_ACTION” on page 148and “ User-specified actions’ on
page 141 for more information about this parameter and its actions.

CON_TRACE

Sets the -C command line option.

Set connection-level tracing flags. See “Using command line options’ on
page 72 for the available settings. The output of CON_TRACE isdirected to
the file specified by the DEBUG_FILE.

Thisis adynamic option.

CONNECTIONS

Administration Guide

Sets the -u command line option.
Enter the maximum number of user or threads the server can handle.

Note Set this parameter to avalue smaller than the maximum number of file
descriptors (see UNIX ulimit -Ha command) to prevent OpenSwitch from
using more descriptors than are available.

Thisisastatic option.
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Name

Value

COORD_MODE

Thereis no command line equivalent for this option.

Determines how OpenSwitch behaves when a coordination module (CM or
RCM) isused. Enter:

* NONE - to not use a coordination module. This still allows coordination
modules to be connected, but the modules do not receive any OpenSwitch
notifications.

* AVAIL —to useacoordination moduleif oneisavailable. If acoordination
module is not available, OpenSwitch decides how to deal with client
connections.

*  ALWAY S—to useacoordination module, which must be available. If none
is attached, all user connections requiring the services of a coordination
module are refused until one becomes available.

Note Tousethe RCM, youmust set COORD_MODEto ALWAYS. The
RCM can then coordinate the switch of users between the active and the
standby Adaptive Servers so the OpenSwitch server does not alow users
to connect unless the RCM is available. See the OpenSwitch
Coordination Module Reference Manual for details.

» ENFORCED - to use a coordination module, which must be available. If
none is attached, all user connections requiring the services of a
coordination module are refused with an informational message.

Thisis adynamic option.

COORD_PASSWORD
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Thereis no command line equivalent for this option.

Enter the password used by the coordination module (CM or RCM) logging
in as COORD_USER. If the password is hot correctly supplied, the
coordination moduleis treated like any other OpenSwitch user and attempts
to establish an outgoing server connection.

If USERNAME_PASSWORD_ENCRYPTED is set to 1, this option should
contain the encrypted string of the coordination module (CM or RCM) user
password. To encrypt a password, use the -E or -p command line option. See
“Using encrypted user names and passwords” on page 70.

Thisisadynamic option.
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Name

Value

COORD_TIMEOUT

Thereis no command line equivaent for this option.

The maximum amount of time (in seconds) it should take for a coordination
module to respond to a notification before OpenSwitch makes the next CM
ID active. When this parameter is set to zero (0), the default, the concurrent
CM featureis disabled. See the OpenSwitch Coordination Modul e Reference
Manual for more information about using concurrent coordination modul es.

Thisisastatic option.

Note If you are using an RCM, COORD_TIMEOUT must be set to zero (0)
for the RCM to start.

COORD_USER

Thereis no command line equivalent for this option.

Enter the user name used by coordination modules (CM or RCM) to connect
to OpenSwitch. This user does not have an outgoing server connection
established with it, and can register to receive coordination notifications.

If USERNAME_PASSWORD_ENCRYPTED is set to 1, this option should
contain the encrypted string of the coordination module (CM or RCM) user
name. To encrypt a user name, use the -E or -p command line option. See
“Using encrypted user names and passwords’ on page 70.

Thisisadynamic option.

CTX_TRACE

Sets the -X command line option.

Enter context-level tracing flags. See* Using command line options”’ on page
72 for theavailable settings. The output of the CTX_TRACE isdirected tothe
file specified by DEBUG_FILE.

Thisisastatic option.

CURSOR_PREREAD

Thereis no command line equivalent for this option.

Enter an integer value that represents the number of rowsto be returned with
asingle fetch request for a cursor.

Thisisadynamic option.

CUSTOM_SCRIPT

Administration Guide

Thereis no command line equivalent for this option.
The path to the user-created script to invoke.
Thisisadynamic option.

Note When MUTUAL AWARE=1, the scripts for both OpenSwitch
companions must perform the same action. When a server fails over and
SVR FAIL_ACTION is set to MANUAL or CUSTOM, only one of the
companions executes the script that notifies the administrator or restarts the
server.

See “Invoking custom and manual scripts’ on page 139 for details about
which exit codes to use in custom scripts.
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Name

Value

DEBUG

Sets the -t command line option.

Enter OpenSwitch debugging flags. See “Using command line options’ on
page 72 for valid flags to set.

Thisis adynamic option.

DEBUG_FILE

Sets the -d command line option.

Enter the path to and name of thefilein whichto place debugging output. This
option isused only for the context CTX_TRACE and connection
CON_TRACE tracing debugging output.

Thisisastatic option.

ECHO_LOG

Sets the -e command line option. Enter:

* 1-tohaveall messagesthat are sent to the log display simultaneously to
stderr while the current session of OpenSwitch isrunning.Thisisthe
default.

* 0-to have al messages sent only to the log and not display to stderr.
Thisisastatic option.

FREEZE_CFG_ON_FAIL

Thereis no command line equivalent for this option.

Whether OpenSwitch locks all server and pool configurations (forbids all
changes) when a network break is suspected between the companions during
CMP_FAIL_ACTION. Enter:

» 0-to have the OpenSwitch server continue servicing clients asif it were
the only OpenSwitch running in a mutually-aware cluster. All
configuration changes, including server and pool status changes, are
permitted. Thisis the default.

» 1-to have the OpenSwitch server continue servicing clients, but forbids
any changes to the server or pool configuration and status.

Thisisadynamic option.

FULL_PASSTHRU
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Sets the -f command line option.

Full pass-through mode creates a pipelinefor client requeststo the server, and
for results from the server to the client, which can reduce the overhead
introduced by OpenSwitch in both directions, and can improve performance
significantly. See “Performance” on page 15 for more information. Enter:

e 1-toturnon full pass-through mode for communication between clients
and the remote database servers.

e 0-—toturn off full pass-through mode. All communications between the
clients and the database servers are tracked by OpenSwitch so they can be
restored properly during afailover.Thisisthe default.

Thisisastatic option.
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Name Value
HAFAILOVER Thereis no command line equivaent for this option.
Thisis property is required to enable HAFAILOVER. Enter:
* 0 -to disable OpenSwitch from recognizing Adaptive Server HA events
and error messages. Thisis the default.
* 1-—to enable OpenSwitch to recognize Adaptive Server HA events and
€rror messages.
Thisisadynamic option.
INTERFACES Sets the -I (uppercase “i”) command line option.
Enter an alternatelocation for the sgl.ini (Windows) or interfaces (UNIX) file,
rather than the default of %SYBASE%\ini\sql.ini (Windows) and
$SYBASE/interfaces (UNIX).
Thisisastatic option.
KEEPALIVE Thereis no command line equivalent for this option. Enter:
e 1—toturn KEEPALIVE on.
¢ 0-—toturn KEEPALIVE off. Thisisthe default.
See the Open Client documentation for CS_CON_KEEPALIVE for more
information.
Thisisadynamic option.
LOG_FILE Sets the -| command line option.

Enter the file name in which to save all messagesto log_file rather than the
default of OpenSwitch.log.

Thisisastatic option.

LOGIN_TIMEOUT

Thereis no command line equivaent for this option.

Enter thelogintimeout (CS_LOGIN_TIMEOQOUT property). The default is 60
seconds.

Thisisastatic option.

MANUAL_SCRIPT

Administration Guide

Thereis no command line equivalent for this option.
The path to the user-created manual script.
Thisis adynamic option.

Note When you set MUTUAL AWARE=1, the scripts for both OpenSwitch
companions must perform the same action. Thisis because during a server
failover, if you have set SYR_FAIL_ACTION to MANUAL or CUSTOM,
only one of the companions executes the script that notifies the administrator
or restarts the server.

See “Invoking custom and manual scripts’ on page 139 for details about
which exit codes to use in manual scripts.
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Name

Value

MAX_LOG_MSG_SIZE

Thereis no command line equivalent for this option.

Set this property when messages are bigger than 2048 characters. By defaullt,
OpenSwitch can log messages up to 2048 characters.

Thisisadynamic option.

MAX_LOGSZE

Thereis no command line equivalent for this option.

Enter the maximum size of the log_file (the default is 4194304). If log_file
exceeds the size you set, OpenSwitch moves the current contents of log_file
to afile named currentfilename_old and truncates the current log to O bytes.

Thisisastatic option.

MAX_PACKETSZE

Thereis no command line equivalent for this option.

Enter the maximum size of a TDS packet. The default is 2048. Used to tune
throughput across the network.

Thisisastatic option.

Warning! If the Adaptive Server max network packet size configuration
parameter is set to 512 (the default), clients connections to OpenSwitch fail
and the client receives this error message:

The packet size (2048) specified at login time is
illegal. Legal values are between 512 and 512.

See “Connection refused” on page 30 for corrective actions.

MSGQ_SIZE

Thereis no command line equivalent for this option.

Enter the deferred event queue size (SRV_S_DEFQUEUESIZE) for the
context of OpenSwitch.The default is 2048.

See the Open Server Server-Library/C Reference Manual for more
information.

Thisisastatic option.

MUTUAL_AWARE

Specifies whether to use mutually-aware OpenSwitch servers. Enter:
e 1for amutually-aware OpenSwitch.
« 0for anon-mutually-aware OpenSwitch, which is the default.

MUTUAL_CLUSTER

Note Required only when
MUTUAL_ AWARE=1.
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A string that represents a mutually-aware cluster. This string must be exactly
the same on both OpenSwitch servers, and is used to name the configuration
tablein the CFG_STORAGE servers (see the [SERVER] section).

When this parameter is not set, it defaultsto “CLUSTERY".
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Name

Value

NET_FAIL_ACTION

Note Required only when
MUTUAL_AWARE=1. However, this
parameter is not specific to only
mutually-aware OpenSwitch
servers; it appliestoall OpenSwitch
servers with CMON set to 1.

Enter one of these actions:
e DEFAULT
« CUSTOM
*« MANUAL
« CUSTOM_MANUAL

This parameter is used when the local OpenSwitch is experiencing anetwork
outage and cannot communicate with the Adaptive Servers or companion
OpenSwitch hosts.

See“NET_FAIL_ACTION" on page 149 and “User-specified actions’ on
page 141 for more information about this parameter and its actions.

NOWAIT_ON_LOCKED

Thereis no command line equivalent for this option.

If aclient triesto log in or fail over to a server or pool that has a LOCKED
state, the client connection isrefused (by default) until either the status of the
locked server or pool is changed to UP or DOWN, or the client times out and
disconnects. If the statusis set to UP, the client tries to connect to the server.
If the status is set to DOWN, the client proceeds to the next available server
or pool. To havethe clientsreturn immediately without being refused, set this
option to 1; OpenSwitch returns an informational message to the clients
describing the reason for the failure, without establishing the outgoing
connections to the Adaptive Servers.

Enter:

¢ 1-—tonot block clientstrying to connect to a LOCKED server or poal.
Instead, return error message 20103 to them immediately. If theclientisan
administrator (ADMIN_USER) trying to execute rp_switch to switch
connectionsto a LOCKED server, error message 20104 is sent to the
administrator instead.

¢ 0-toblock clientstrying to connect to a LOCKED server or pool. The
blocked clients appears to have stopped responding until the affected
server or pool is marked as either UP or DOWN. Thisis the defaullt.

Thisisadynamic option.

OPTIMIZE_TEXT

Administration Guide

Thereis no command line equivaent for this option. Enter:

* 1-—to optimize the processing of text or image data returned from the
server by sending the datain “chunks’ to the client. Thisoption is used
only in the processing of result rows where the result consists of asingle
column of the text or image datatype. Thisis the defaullt.

¢ 0-to conserve memory, which is preferable, especially when the
text/image data received are usually small in size (less than 100 rows).

Thisis adynamic option.
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Name Value

PING_BINARY Thereis no command line equivalent for this option.

The absolute path to the system ping command. When this parameter is not
set, it defaults to ping, which relies on the PATH environment variable to
locate the correct binary.

Thisisadynamic option.

PING_RETRIES Thereis no command line equivalent for this option.

The number of timesthat OpenSwitch should ping aserver toruleout possible
network problems. This parameter is used in numerous places, when the
status must be known of a companion or Adaptive Server.

Thedefaultis“1”.
Thisisadynamic option.
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Name

Value

PING_THREAD

Administration Guide

Thereis no command line equivaent for this option. Enter:
Valid values are 0 (zero) or 1. The default is 1.

Note You canuse PING_THREAD even if you do not enable mutually-aware
support.

¢ When setto 1, PING_THREAD detects the failure when an Adaptive
Server host or network stops running.

In amutually-aware environment, the primary companion OpenSwitch
checks to seeif the entire network or only the Adaptive Server host
network hasfailed. If the Adaptive Server host network has failed, the
primary companion OpenSwitch isnotified immediately and the action set
for SYR_FAIL_ACTION isinvoked.

¢ When set to zero (0), PING_THREAD is not available to detect the
network failure of an Adaptive Server proactively on behalf of
OpenSwitch.

However, OpenSwitch can still ping Adaptive Server and OpenSwitch
receives anotification of anetwork failure of Adaptive Server.
OpenSwitch receives the notification only after 8 minutes, which isthe
default TCP/IP tcp_ip_abort_interval configuration parameter.

For mutually-aware support enabled OpenSwitch environments, you must
use PING_BINARY, PING_RETRIES and PING_WAIT in the
configuration file, even if you set PING_THREAD to zero (0).
OpenSwitch uses these parameters while it pings the companion
OpenSwitch host and Adaptive Server hosts that store mutually-aware
configuration information.

These are Adaptive Server hosts which have CFG_STORAGE setto 1in
OpenSwitch configuration file.

Thisisastatic option.

Note Do not use this parameter to monitor the network between clients and
OpenSwitch. If the network connection from the client to the OpenSwitch
fails, the client detects the failure only when the tcp_ip_abort_interval time
has elapsed. Thisisakernel parameter that defaults to 8 minutes, but can be
tuned to alower value if the default is unacceptable.

The length of strings holding the host name of amachineis limited to 30
characters within the OpenSwitch process. If a host name exceeds this limit,
only thefirst 30 charactersis used and may lead to incorrect results or failure
during execution.

101



Manually editing configuration options

Name

Value

PING_WAIT

Thereis no command line equivalent for this option.

The number of secondsthat the ping command should wait beforereturning a
failure. This parameter is used in conjunction with PING_RETRIES, on
platforms where the ping command blocks instead of returning right away.

The default is 10 (seconds).
Thisisadynamic option.

PRIMARY_COMPANION

Note Required only when
MUTUAL_ AWARE=1.

Enter:
e 0-—whenthisis not the primary companion. Zero (0) is the defaullt.

* 1-—whenthisisthe designated primary companion. A primary companion
isresponsible for writing to the Adaptive Server cluster tables.

RCM_AUTOSTART

Instruct OpenSwitch whether to start the replication coordination module
(RCM). Enter:

« 0-tonot automatically start the RCM when OpenSwitch starts. Thisisthe
default value.

e 1-tostart the RCM automatically when you start OpenSwitch.
Thisis adynamic option.

RCM_CFG_FILE

Enter the path where the RCM configuration fileis located. This parameter
has anull valueif you do not specify a path.

Thisis astatic option.

RCM_LOG _FILE

Enter the path where the RCM log file should be created. This parameter has
aNULL valueif you do not specify a path.

Thisisastatic option.

RCM_PATH

Enter the path where OpenSwitch should look for the RCM executable.

If you do not enter this path, and are using an RCM, OpenSwitch runsthe
RCM located in $SOPENSWI TCH/bin on UNIX systemsor in

%OPENSM TCH%\bin on Windows systems; where OPENSWITCH is the
installation directory.

This parameter hasaNULL vaueif you do not specify apath. Thisisastatic
option.

RCM_RETRIES
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Enter how many times OpenSwitch should retry starting the RCM.

If the RCM failsfor reasons other than the user requesting that the RCM be
shut down, OpenSwitch attempts to restart the RCM. If an unrequested
shutdown of the RCM occurs within one minute of starting, OpenSwitch logs
an error and does not attempt to restart the RCM.

» 0—OpenSwitch does not attempt to restart the RCM.

e Any numeric value — enter the number of times OpenSwitch should
attempt to start the RCM.

Thisisastatic option.
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Name

Value

RCM_SECONDARY

Indicate to OpenSwitch whether the RCM it islaunching is a primary or a
secondary RCM. Valid values are zero (0, primary) or 1 (secondary). If you
do not set this value, it remains at zero (0).

Thisisadynamic option.

RCM_TRC FLAG

Thereis no command line equivaent for this option.

Use this option to set trace flags for RCM when you start RCM from
OpenSwitch. Enter:

e 1-tosettraceflagsfor RCM.
¢ 0-todisabletraceflagsfor RCM. Thisisthe default.

Thisisadynamic option and you can set it with the rp_set registered
procedure. See rp_set on page 218 for more details.

RESPONSE_TIMEOUT

Thereis no command line equivalent for this option.

Enter the timeout period for a response to acommand (CS_TIMOUT
property). The default is 60 seconds.

Thisisastatic option.

RMON

Note You must set this option for attributes under the [LIMIT_RESOURCE]
section to take effect.

Sets the -r command line option. Enter:
¢ 1-to enable the OpenSwitch resource monitoring thread.

« 0 -to disable the resource monitoring thread so resource governing is
turned off. Thisisthe default. See “ Resource governing” on page 11 for
more information.

Thisisastatic option.

RMON_INTERVAL

Thereis no command line equivaent for this option.

Set the frequency, in seconds, in which the resource monitoring thread
awakensto check for offending connections.The default is 60 seconds.

Thisisastatic option.

RPC_SETFMT

Administration Guide

Thereis no command line equivaent for this option. Enter:

¢ 0-to have OpenSwitch return the results for an RPC in the order that is
specified by the client return format. Thisis the default.

« 1-tohaveOpenSwitch returntheresultsinthe order that they are returned
from the Adaptive Server.

Thisis adynamic option.
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Name

Value

SEC_PRINCIPAL

Sets the -U command line option.

Enter the principal name by which OpenSwitch is known to the security
service provider. Thissetsthe SRV_S SEC PRINCIPAL property in the
Open Server if you are using a third-party security mechanism to check
credentias. The defaultisNULL.

Thisisastatic option.

SERVER_NAME

Sets the -n command line option.

Enter the namein theinterfaces file on UNIX and the sgl.ini file on Windows
by which the OpenSwitch is to be referred.

Thisisastatic option.

SHOW_CONNECT_ERROR

Thereis no command line equivalent for this option. Enter:

* 1-tohaveal ct_connect failure messages sent to the OpenSwitch log file.
* 0-—thedefault. To not send ct_connect failure messages.
Thisisadynamic option.

SHOW _SPID

Thereis no command line equivalent for this option. Enter:

* 0-to prevent rp_who from showing the corresponding spid of aclient
connection to Adaptive Server.

e 1-todlow rp_who to show the corresponding spid of aclient connection
to Adaptive Server.

See rp_who on page 237 for more information on this command.

A value of 1 introduces asmall overhead to each new connection and should
be set only when necessary. The default is 0.

Thisis astatic option.

STE_PASSTHRU

Thereis no command line equivalent for this option.

Determines whether connections from site handlers can be passed through
OpenSwitch. Enter:

« 1-to have connections pass through as normal client connection.

* 0 -to have connections treated as from an administrator and not establish
the outgoing connection.

Thisisadynamic option.

SSLIDENTITY_FILE
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Thereis no command line equivalent for this option.

Use this option to specify the absolute path to the file containing the digital
certificate and the associated private key.

Thisisastatic option.
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Name

Value

SSLIDENTITY_PASSWORD

Thereis no command line equivaent for this option.

Use this option to decrypt the private key in the certificate file

By default, OpenSwitch does not encrypt the password you specify with
SSLIDENTITY_PASSWORD and you can read the password asit displays as
clear text in the OpenSwitch configuration file. If you want to encrypt the
password in the configuration file, see “Using encrypted user names and
passwords’ on page 70.

Thisisastatic option.

See the Open Client and Open Server Configuration Guide for more
information on client-side SSL.

VL_WRAP Thereis no command line equivalent for this option.
Enter the maximum number of characters per linefor a SQL statement. Used
when OpenSwitch writes SQL statementsto alog file if the language debug
logging option is turned on.
Thisisadynamic option.

SRV_TRACE Sets the -s command line option.
Enter server-level tracing flags. The output is placed into the location of
LOG_FILE. See“Using command line options” on page 72 for available
settings.
Thisisastatic option.

STACKSIZE Sets the -S command line option.

Enter the stack size for each thread. The default is 40960.

Note On 64-hit platforms, double this value to prevent a stack overflow.

Thisisastatic option.

SUPPRESS CHARSET

Administration Guide

Thereis no command line equivalent for this option. Enter:

¢ 1-—to suppress the 5704 error message from the server and the
informational message reported by OpenSwitch when the OpenSwitch
character set is different from the client application character set. The
default is 1.

¢ 0-tologawarning message inthe LOG_FILE (and also sent to stderr if
ECHO_LOG=1) when aclient connects to OpenSwitch with a character
set different from the one defined in CHARSET.

Thisisadynamic option.
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Name Value
SUPPRESS DBCTX Thereis no command line equivalent for this option.
Enter:

* 0-toallow the database context change error message (5701).

» 1 - suppresses the database context change error message (5701). The
defaultis 1.

Thisisadynamic option.

SUPPRESS LANG Thereis no command line equivalent for this option.
* 0-to allow the database language change error message (5703).
» 1-—tosuppressthelanguage change error message (5703) from the server.

The default is 1.
Thisisadynamic option.
SVR_FAIL_ACTION Enter one of these actions:
) « DEFAULT
Note Required only when CUSTO
MUTUAL_ AWARE=1. * CUSTOM
« MANUAL

« CUSTOM_MANUAL

This parameter is used when an Adaptive Server failsto respond in atimely
manner, or when the Adaptive Server host cannot be pinged by either
OpenSwitch server in a cluster.

See“SVR_FAIL_ACTION" on page 150 for more information. See “User-
specified actions” on page 141 for details about the available actions.
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Name

Value

SMTCH_AT_LOGIN_TIMEOUT

Thereis no command line equivaent for this option.

This option works in conjunction with LOGIN_TIMEOUT and
RESPONSE_TIMEOUT. If anew connection takes longer than the
LOGIN_TIMEOQOUT valueto complete, or an existing connection takeslonger
than RESPONSE_TIMEOUT to receive areply back from the Adaptive
Server, this option tells OpenSwitch whether to switch the affected client to
the next available Adaptive Server.

Note If thisoptionissetto 1, you must ensurethat LOGIN_TIMEOUT and
RESPONSE_TIMEOUT are both set to realistic values that, when exceeded,
indicate areal problem in the server that warrants afailover.

Enter:

¢ 0-to havethe connection try the next server only if a connection failure
error isreceived (CS_SV_COMM_FAIL). The default is zero (0).

* 1-—to havethe connection try the next server if there is atime-out error.
OpenSwitch fails over to abackup server, even if the network isjust slow
or Adaptive Server istoo busy to respond.

Thisis adynamic option.

TCP_NODELAY

Thereis no command line equivaent for this option. Enter:
e 1—toturn TCP_NODELAY on.
e O-—toturn TCP_NODELAY off. Thisisthe default.

Seethe Open Client documentationfor CS_CON_TCP_NODELAY for more
information.

Thisisadynamic option.

TEXTSZE

Thereis no command line equivalent for this option.

Enter the maximum size, in bytes, of text or image columnsthat can be
handled by OpenSwitch. Dueto the way in which Open Server handleslarge
text columns, memory must be allocated in which to hold the entire column
while aresult set is processed. Although this memory is held only long
enough for the entire result set to be returned to the client, setting this option
to an unusually large value can affect the total memory consumed by
OpenSwitch.

Thisisadynamic option.

TRUNCATE_LOG
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Sets the -T command line option. Enter:

« 1-—to truncate the output logging file prior to start-up. For more
information on the output logging file, see LOG_FILE in thistable.

* 0-—to append the log file rather than truncate it. Thisis the default.
Thisisastatic option.

107



Manually editing configuration options

Name

Value

UPDATE_CFG

When set to 1, the configuration file is updated each time areconfiguration
takes place. Zero (0) isthe default setting. You must run mutual-aware
support with UPDATE _CFG=1.

USE_AND_TO_POOL_ATTRIB
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Thereis no command line equivalent for this option.

Indicates whether al or only one of the connection attributes in the [POOL ]
section are to be satisfied by aclient.

Enter:

» 1-—to specify that only aclient that satisfies all the connection attributes
under a pool is allowed to use the pool.

» 0-to specify that only aclient that satisfies any one of the connection
attributes under a pool is allowed to use the pool. Thisis the default.

For example:
[CONFIG]
USE_AND TO_POOL_ATTRIB = 1
[POO1=POOL1 : MODE=CHAINED, CACHE=0]
Servers:
ASE1l
connections:
username: john
appname: isqgl
Inthisexample, if USE_AND_TO_POOL_ATTRIB issetto 1, only clients
with the user name of “john” and the application name of “isgl” are allowed
to use POOL 1.

If USE_AND_TO_POOL_ATTRIB isset to 0, any client with either the user
name of “john” or the application name “isgl” is allowed to use POOL 1.

Thisis adynamic option.
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Name

Value

USE_AND_TO_RMON_ATTRIB

Thereis no command line equivaent for this option.

Indicates whether the connection attributesin the [LIMIT_RESOURCE]
section can use “AND” or “OR.”

Enter:

* 1-—to specify that only aclient that satisfies all the attributes under the
[LIMIT_RESOURCE] sectionsis subject to the resource governing rules.

* 0 -—to specify that any client that satisfies any one of the attributes under
the [LIMIT_RESOURCE] section is subject to resource governing rules.
Thisisthe default.

For example:
[CONFIG]
RMON= 1
USE_AND TO RMON_ ATTRIB=1

[LIMIT RESOURCE:ACTION=KILL,BUSY=60]

username: john

appname: isqgl

hostname: machine

type:client
In the example, set to 1, only connections from the user “john” running the
application “isgl” from the host “maching’ and not a site-handler are
monitored and disconnected by the resource manager if their transactionstake
longer than 60 seconds to complete.

If the example used “0”, al connections from the user “john” or from the
application “isgl” or from the host “machine” or of the client type are
monitored and disconnected by the resource manager if their transactionstake
longer than 60 seconds to complete.

Thisisadynamic option.

USE_DONEINPROCS

When set to 1, OpenSwitch sends the TDS DONEPROC and
DONEINPROCS tokens received from the Adaptive Server to connected
clients. The default is zero (0).

USERNAME_PASSWORD_ENCR
YPTED
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Thereis no command line equivaent for this option.
Enter:

¢ 1-toindicate user name and password encryption. OpenSwitch expects
ADMIN_USER, ADMIN_PASSWORD, COORD_USER,
COORD_PASSWORD, CMON_USER, and CMON_PASSWORD to be
encrypted.

* 0-—tospecify no user name and password encryption. OpenSwitch expects
clear text for ADMIN_USER, ADMIN_PASSWORD, COORD_USER,
COORD_PASSWORD, CMON_USER, and CMON_PASSWORD.

Thisisastatic option.

109



Manually editing configuration options

Example In thisexample, “noc_rILE" identifiesthat the -| flag is being set, and
OpenSwitch.log is the value to use.

* UNIX:

[CONFIG]
LOG_FILE = OpenSwitch.log

COORD_MODE = ALWAYS

RCM_AUTOSTART =1

RCM_RETRIES =3

RCM_PATH = /opt/sybase/OpenSwitch-15_ 1/bin/rcm
RCM_CFG_FILE = /opt/sybase/OpenSwitch-15 1/config/rcml.cfg
RCM_LOG FILE = /opt/sybase/OpenSwitch-15 1/logs/rcm.log
RCM_SECONDARY =0

*  Windows:

[CONFIG]
LOG_FILE = OpenSwitch.log

COORD_MODE = ALWAYS

RCM_AUTOSTART =1
RCM_RETRIES =3
RCM_PATH = C:\sybase\OpenSwitch-15 1\bin\rcm.exe
RCM_CFG_FILE = C:\sybase\OpenSwitch-15 1\config\rcml.cfg
RCM _LOG FILE = C:\sybase\OpenSwitch-15 1\logs\rcm.log
RCM_SECONDARY =0

[SERVER]

Description This section of the configuration file definesthe set of remote serversavailable
for use within pools. Use this section to predefine the disposition of a server
before you start OpenSwitch.

Complete the [SERVER] parameters once for each remote server to be
accessed.

Format [SERVER=SERVER_NAME]

OPTION = VALUE
OPTION = VALUE
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CMON_USER = CMON user name
CMON_PASSWORD = CMON password

Parameters e« SERVER NAME - the name of the remote server aslisted in the
$SYBASE/interfaces file on UNIX and in the %SYBASE%a\sql.ini file on
Windows.
A value of pEFauLT Sets the default values for any server not explicitly
listed in athis section.

e OPTIONand VALUE —additional parametersspecificto SERVER NAME.
Table 5-2 on page 111 shows valid input for these parameters, which are
entered in the format:
OPTION=VALUE
Table 5-2: [SERVER] OPTION and VALUE settings
OPTION VALUE
CFG_STORAGE When this property is set for an Adaptive Server, that Adaptive Server is used to store the
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configuration information of the mutually-aware OpenSwitch clusters.

¢ 0-do not use this Adaptive Server to store the configuration information of the
mutually-aware OpenSwitch clusters. This is the default value.

¢ 1-store the configuration information of the mutually-aware OpenSwitch clusters on
this Adaptive Server.

Inamutually-aware setup, you must include this parameter under thetwo Adaptive Server

entries; for example:
[SERVER=ASE1]

STATUS=UP
CFG_STORAGE=1

[SERVER=ASE2]
STATUS=UP
CFG_STORAGE=1

See Chapter 6, “Using Mutually-aware OpenSwitch Servers,” for more information.
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OPTION VALUE

STATUS Enter the status of the server, which is the state of the server within OpenSwitch:

¢ UP-—theserver iscurrently available.

« DOWN —the server isunavailable, and will not be considered for use by any new client
connections established to the OpenSwitch.

¢ LOCKED —the server isavailable, but any new incoming connections or existing
connections switching to the server are blocked (or stopped) until the statusis changed
to UP or DOWN. Blocked connections appear to client applications to have stopped
responding until the server is unlocked.

Serverscan asohaveaPRE_UPR, PRE_DOWN, or PRE_LOCKED status. Theseare states
specific to mutually-aware OpenSwitch servers. Never manually set a server’s status to
these states. For more information, see “ Server state” on page 20.

Note You cannot start OpenSwitch with a server in the LOCKED state. To start
OpenSwitch, all servers must be either UP or DOWN. Once OpenSwitch starts, use
rp_server_status to change the server STATUS to LOCKED.

TYPE If the server in apooal is HA-enabled, enter HA for this parameter. If the server is not HA-
enabled, you can exclude this parameter or leave it blank.

If the server isin an Adaptive Server HA cluster, verify this property isset to “HA” inthat
Adaptive Server [SERVER] sections. For example:

[CONFIG]

HAFAILOVER = 1

CMON_USER = cmon_user
CMON_PASSWORD = cmon_password

[SERVER = nlatke_ ASE1]
STATUS = UP
TYPE = HA

e CMON_USER —the user login used by the connection monitor (CMON)
thread to connect to the back-end server. This must be an existing, valid
login on each of the Adaptive Serversbeing used. Verify thisuser hasbasic
privileges and can issue a“wait for delay” query to the remote data serve.

This value supersedes the value you set for CMON_USERin the
[CONFIG] section. If you do not set a value here, OpenSwitch uses the
value you set for CMON_USER in the [CONFIG] section.

Also, if the CMON_USER s not avalid Adaptive Server user, the client
can be left in an undefined state when OpenSwitch is configured for
failover mode and afailover occursto the secondary Adaptive Server. Be
sure to specify avalid CMON user name and that the user isavalid
Adaptive Server user.
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If the USERNAME_PASSWORD_ENCRYPTED option is set to 1, this
should contain the encrypted string of the CMON user name. To encrypt a
user name, use the -E or -p command line options.

e CMON_PASSWORD -the password for the CMON_USER. Thedefaultis
an empty string.

This value supersedes the value you set for CMON_PASSWORD in the
[CONFIG] section. If you do not set a value here, OpenSwitch uses the
value you set for CMON_PASSWORD in the [CONFIG] section.

Examples In the example above, the latest OpenSwitch configuration is always stored in
the syso_<cluster> tablein ASE1 and ASE2 (as long as they are running and
connected). Therefore, when a mutually-aware OpenSwitch server failsto
connect to its companion OpenSwitch for the latest configuration information,
it queries both ASE1 and ASE2 to retrieve that information.

[SERVER=ASE1]

STATUS = UP

CFG_STORAGE = 1

TYPE = HA

CMON USER = ASElusr
CMON PASSWORD = ASElpwd

[SERVER=ASE2]
STATUS = UP
CFG_STORAGE = 1
CMON USER = sa
CMON_PASSWORD = sa

[POOL]

Description Complete this section once for each Adaptive Server pool you want defined
within OpenSwitch. The section includes the pool name, any attributes of the
pool, the set of servers contained within the pool, and the set of connections
that the pool serves.

Format [POOL=POOL_NAME[: OPTION=VALUE[, OPTION=VALUE ]]]

[servers:]
SERVER_NAME
[SERVER_NAME ...]
[connections:
attribute: regex [, regex]
[attribute: regex [, regex] ...]]
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Parameters

OPTION

e POOL_NAME — aunique pool name up to 30 charactersin length.

»  OPTION and VALUE — aconfiguration option specific to POOL. Table 5-
3 shows valid input for these parameters, which are entered in the format
OPTION = VALUE.

Table 5-3: [POOL] OPTION and VALUE settings

VALUE

MODE

The operational mode of the pool:

CHAINED —all clients qualified to use the pool are channeled to the first server in
the pool that has astatus of UP or LOCKED. When thefirst server failsor hasastatus
of DOWN, the clients are channeled to the next server within the same pool with a
status of UP or LOCKED.

BALANCED - all qualifying clients are distributed among all the servers within the
pool in around-robin fashion. When one of the serversfails or is marked as DOWN,
its clients are then distributed among the other servers within the same pool.

STATUS

The status of the pool:

UP—the pool isup and ready for connections. All new and failover clientsthat satisfy
its connection attributes are channeled to it.

DOWN —the pool is currently unavailable. All new and failover clients skip over it
to proceed to the next UP or LOCKED pool.

LOCKED -—the pool is designated to serve the connections, but is temporarily
unavailable. By default, the qualifying clients are blocked until the pool is marked as
UP or DOWN. However, if NOWAIT_ON_LOCKED isset to 1, the clients
immediately receive a descriptive error message from OpenSwitch.

Pools can also haveaPRE_UP, PRE_DOWN, PRE_L OCKED, or SUSPENDED status.
These states are specific to pools in a mutually-aware implementation. Never manually
set apool’s status to these states. For more information, see “Pool states” on page 26.

CACHE
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The number of seconds that connections are cached following a user disconnect. See
“Using connection caching” on page 33.

The valueis an integer in seconds.

* [servers:
server_name=status
server_name=status]

“servers’ isan optional [POOL] subsection that lists the serversin the
pool, and optionally the server’s status.
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server_name —the remote server defined in the $SYBASE/interfaces
file on UNIX and %SYBASEY\ini\sgl.ini on Windows.

Note During OpenSwitch start-up, no validation is done to verify
whether or not these servers exists.

status — (optional) enter the status of the server you specified with
server_name at the pool level. When you specify the server statusin
the [SERVER] section of the configuration file, the statusis applied
globally. When you supply astatus here, the value overwrites the
server's global status with the status you enter for this server in this
pool. Thisallowsthe same server to have adifferent statusin different
pools, allowing you to failover selected applications to back-up
servers. Enter:

e UP-—theserver iscurrently available.

« DOWN —theserver isunavailable, and will not be considered for
use by any new client connections established to the OpenSwitch.

e LOCKED -the server is available, but any new incoming
connections or existing connections switching to the server are
blocked (or stopped) until the statusis changed to UP or DOWN.
Blocked connections appear to client applications to have
stopped responding until the server is unlocked.

Servers can also have aPRE_UP, PRE_DOWN, or PRE_LOCKED
status; however, you should never manually set a server’s status to
these states. For more information, see “ Server state” on page 20.

Note You cannot start OpenSwitch with a server in the LOCKED
state. To start OpenSwitch, all servers must be either UP or DOWN.
Once OpenSwitch starts, use rp_server_status to change the server
STATUS to LOCKED.

For more information, see “ Server state” on page 20.

[connections:

attribute: regex [, regex]
[attribute: regex [, regex] ...]]

Optional [POOL] subsection that lists the attributes that define a set of
connections that use this pool.

attribute — the name of a connection attribute. Valid attributes are:
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Attribute | Description

username | Match the user name supplied by the Open Client connection.

appname Match the application name declared by the Open Client
connection.

hostname | Match the host name on which the Open Client connectionis
running.

type Match the type of incoming connection as either asite

connection or a client connection. Possible values are:
e Client —for regular client connections.
* Site—for site-handler connections.

* regex—thevalue for the specified attribute. This can aso be a
standard SQL -style extended regular expression that describesvalues
for agiven attribute that uses this pool. You can use wildcard
expressionsto specify arange or group of acceptable attribute values.

If you omit the [connections] subsection of the pool configuration, al
connections are a match for the pool. However, the order in which pools
are defined isimportant; aconnection is routed to the first matching pool.
Therefore, Sybase suggests that you keep a“catch-all” pool without a
[connections] section at the end of the poal list.

In this example, any client that logs in to OpenSwitch with the user name of
“john™ or the application name “isgl” (depending on the

USE_ AND_TO_POOL_ATTRIB setting) is first channeled to the Adaptive
Server ASESRV 1, which has a status of UPin POOL 1.

If the client fails to connect to ASESRV 1, or it has been marked as DOWN
explicitly by the coordination module or the administrator, the clients are
channeled to ASESRV 3 because ASESRV 2 is marked as DOWN in POOL 1.

When aclient disconnects, its connection to the Adaptive Server is cached for
aslong as five minutes. If the same user with the same password reconnects
within that period, he or she can reuse the cached connection, thereby saving
the overhead of creating a new outgoing connection.

In this example, “john” isthe regex value for the “username” attribute, and
“isgl” isthe regex value for the “application” attribute;

[POOL=POOL1 : MODE=CHAINED, CACHE=300]

Servers:

ASESRV1=UP

ASESRV2=DOWN

ASESRV3=UP
connections:
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username: john
appname: isqgl

[LIMIT_RESOURCE]

Description The options in this section indicate the resource to be constrained and the
maximum amount of the resource that can be consumed by a given connection.

Note You must set the RMON parameter in the [CONFIG] section to have the
optionsin the [LIMIT_RESOURCE] section take effect.

Format [LIMIT_RESOURCE:ACTION=[{KILL|CANCEL}][BUSY=value]
attribute: regex [, regex]
[attribute: regex [, regex]]
Parameters e ACTION {KILL | CANCEL}— select the action to be taken by the resource
monitor upon detecting a connection that has exceeded one or more
resource limits. Enter:

e KILL —to disconnect the connection from the server with no warning.
e CANCEL —to cancel the connection and send a message to the client.

» value—enter avalue, in seconds, to limit connections to a maximum
amount of busy-time. Busy-time includes the time it takes to process a
query and return the results to the caller. Connections currently in the
middle of atransaction but not actively processing a query are still
considered busy.

« attribute — the name of a connection attribute. Valid attributes are:

Attribute | Description
username | Match the user name supplied by the Open Client connection.
appname Match the application name declared by the Open Client

connection.

hostname | Match the host name on which the Open Client connection is
running.

type Match the type of incoming connection as either asite connection

or aclient connection. Possible values are:
» Client —for regular client connections.
* Site—for site-handler connections.
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[COMPANION]

Description

Format

Parameters

Examples
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» regex—thevalue for the specified attribute. This can also be a standard
SQL -style extended regular expression that describes values for a given
attribute that usesthis pool. You can use wildcard expressionsto specify a
range or group of acceptable attribute values.

Thisexampleindicatesthat the attribute: regex pairsthat follow the header are
to be constrained to a single query lasting no longer than 5 minutes (300
seconds). You can specify multiple attributes in the configuration file:

[LIMIT RESOURCE:ACTION=KILL,BUSY=60]
username: john
appname: isqgl
hostname: machine
type: client

Name of the OpenSwitch companion, and the administrator user name and
password used to make a connection. For example:

[COMPANION=companion_name]
admin_user=ADMIN_USER
admin_password=ADMIN_PASSWORD

» companion_name —the SERVER_NAME from the companion
OpenSwitch configuration file. Thisis a static parameter; if you change
thisvalue, you must restart the OpenSwitch server for the change to take
effect.

e admin_user —the ADMIN_USER from the companion OpenSwitch
configuration file. Thisis adynamic parameter, which meansthat you can
change the value using rp_cfg while OpenSwitch is running, and the
changes take effect immediately.

e admin_password —the ADMIN_PASSWORD from the companion
OpenSwitch configuration file. Thisisadynamic parameter, which means
that you can change the value using rp_cfg while OpenSwitch is running,
and the changes take effect immediately

[COMPANION=0SW2]
admin user=sa
admin_password=sa
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Using Mutually-aware
OpenSwitch Servers

This chapter describes the support in OpenSwitch 15.1 and later for
mutually-aware OpenSwitch servers, and how to implement this
functionality.
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Introduction 119
Requirements 121
Configuring OpenSwitch servers to be mutually aware 126
OpenSwitch mutually-aware operations 137
Invoking custom and manual scripts 139

OpenSwitch supports a redundant environment with two “mutually-
aware” OpenSwitch serversthat serve the same pools of two Adaptive
Servers. Each OpenSwitch server isaware of the other OpenSwitch server
and whether the Adaptive Servers for which that server isresponsible are
ready to accept client connections.

For example, let’s say you have one OpenSwitch server (OSW1)
connected to one Adaptive Server (Serverl). You have another
OpenSwitch server (OSW2) and another Adaptive Server (Server2) set up
for failovers. OSW1 fails and its connections to Serverl fail over to
OSW?2. Then Serverl fails over to Server2. In versions earlier than 15.0,
when you restarted OSW1, it would continually try to reconnect to
Serverl because it had no knowledge that Server1 was not running.

To ensure that this setup works properly, both OpenSwitch servers must:

* Havethe sameknowledge about each pool’sand server’sstatus at any
given time.
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e Store and retrieve the redundancy information from a set of locations that
are accessible to all components in the OpenSwitch implementation to
ensure that the effective status persists between OpenSwitch restarts.

Before you install and configure mutually-aware OpenSwitch servers, be sure
to read this chapter and make sure that you review the mutually-aware
OpenSwitch server “Requirements’ on page 121.

Concurrent coordination modules support

120

In OpenSwitch 15.1, amutually-aware OpenSwitch server supports concurrent
coordination modules.

A coordination module connects to an OpenSwitch server to control client
logins and failover patterns. You can customize OpenSwitch to fit your
requirements, and you can run multiple CMs against multiple OpenSwitch
serversto create a redundancy environment so that no single OpenSwitch isa
point of failure.

When multiple CMs connect to one OpenSwitch, these activities, which are
transparent to the end user, take place:

1 Each CM registersits unique name with OpenSwitch using the Client-
Library CS APPNAME parameter. The unique name is generated by
combining the host name and the process ID.

2 When the OpenSwitch server acceptsaCM connection, it assignsthe CM
aunique 1D number, and sends that number back to the CM as a message
before the connection event is completed. OpenSwitch maintains an
internal list of inactive CMsthat are currently available.

3 If aCM becomes unresponsive for the period of time specified by the
COORD_TIMEOUT configuration parameter, OpenSwitch retrieves the
next CM 1D number from the internal list of inactive CMs. All future
notifications include the new ID as part of the notification.

For more information about using concurrent coordination modules, see
Chapter 2, “Using Coordination Modules’ in the OpenSwitch Coordination
Module Reference Guide.
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Requirements

Installation

This section lists the installation, configuration, and use requirements for a
successful OpenSwitch mutually-awareimplementation. The remainder of this
chapter discusses all requirement in more detail.

A mutually-aware OpenSwitch implementation requires that you install:

«  Two mutually aware, companion OpenSwitch servers, preferably on a
different host than the Adaptive Servers. Both mutually aware
OpenSwitch servers within the same cluster regard each other as
companions and are both aware of each other’s state and the state of the
other servers.

Note You can also use two coordination modules or two replication
coordination modules, but these OpenSwitch CM applications are
optional. See the OpenSwitch Coordination Module Reference Guide.

e Two Adaptive Servers, which may be configured for high-availability.

Configuration and use

Requirements

Administration Guide

When you complete the OpenSwitch installation, you can configure
OpenSwitch immediately using the configuration GUI tool. You can also
configure OpenSwitch after installation with the configuration GUI tool or
manually by editing the OpenSwitch configuration file.

You must al so specify the action OpenSwitch should take when certain failure
types occur. See “Failure types’ on page 140.

When you configure and use mutually-aware OpenSwitch servers, keep these
reguirements in mind:

e Server and pool names are limited to a maximum of 31 characters.
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Both OpenSwitch servers must have the same pool and server
configurationsintheir configuration files. When they are not the same, the
OpenSwitch that starts first takes precedence.

The following [CONFIG] parameters must be the same in both
OpenSwitch server configuration files:

«  CMON_FAIL_ACTION

« CMP_FAIL_ACTION

« COORD_MODE

« COORD_TIMEOUT

.« FREEZE_CFG_ON_FAIL
«  MUTUAL_AWARE

«  MUTUAL_CLUSTER

« NET_FAIL_ACTION

« SVR FAIL_ACTION

- UPDATE CFG
USERNAME_PASSWORD_ENCRYPTED

Each of these parametersis checked and compared when amutually-aware
OpenSwitch server starts, and monitored by the mutually-aware
OpenSwitch server during runtime. If there is a difference in parameter
values between the companions during startup, the OpenSwitch that is
being started fails. If any parameter isfound to be different between
mutually-aware companions at runtime, both companions are suspended
until the differenceis resolved and the administrator issuesrp_go on each
companion. In either case, an error message is logged regarding the
dissimilar parameters to help you diagnose and correct the problem.

Set UPDATE_CFG to 1 when you set MUTUAL_AWARE to 1.

When starting mutually-aware OpenSwitch servers, verify that the first
server starts properly before starting the next server.

When it is preferable for clients to fail over from one OpenSwitch server
to the companion, you must set up the sgl.ini filein Windows, interfaces
filein UNIX, or LDAP directory serviceto facilitate thisfailover. For the
sgl.ini or interfacesfile, enter the second OpenSwitch query address under
the first OpenSwitch name as a secondary address.
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For example:

OSW1
query tcp ether hostname 4405
query tcp ether hostname 4406

OSW2
query tcp ether hostname 4406
query tcp ether hostname 4405

Note When you configure amutually-aware OpenSwitch server using the
GUI configuration tool, these entries are created for you automatically.

When you configure a mutually-aware OpenSwitch server by manually
editing the configuration files, you must manually create these entriesin
the sgl.ini filein Windows or the interfaces filein UNIX.

When the datain the OpenSwitch configuration fileis more recent than the
configuration used by OpenSwitch when it last ran, start the OpenSwitch
server with the“-O” parameter to override the datain the Adaptive Server
configuration tables with the information from the OpenSwitch
configuration file. For example:

On Windows:

$OPENSWITCH%\bin\OpenSwitch.bat -c \
$OPENSWITCH%\config\config file name.cfg -0

On UNIX:

SOPENSWITCH/bin/OpenSwitch -c \
SOPENSWITCH/config/config file name.cfg -0

The configuration table is created in the default database of the CMON
user in the Adaptive Servers where cre_storace=1. When the default
database is not explicitly set, it defaultsto “master.”

When an Adaptive Server has not been used for along time and may have
legacy information from an outdated OpenSwitch setup, the administrator
can truncate the table before starting the new OpenSwitch server, or start
the OpenSwitch server with the “-O” parameter to override the
information in the OpenSwitch configuration file.
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Only the first two pools defined in the OpenSwitch configuration file are
mutually aware.

Note Sybase recommends that you not have other poolsin a
mutually-aware OpenSwitch, unless the pool is a*“ catch-all pool” that is
not crucial to production.

Pools other than the first two pools in the configuration file assume their
original behavior. However, if failover occursin either of the first two
pools, amutually-aware OpenSwitch acts in the best interest of the first
two pools. This may involve shutting down to allow the clientsto fail over
to the companion OpenSwitch server in case of atotal network failure.

Verify that all the pools are defined identically in the primary and
secondary companion OpenSwitch servers; that is, pools with the same
name must contain the same Adaptive Servers and have the same
connection attributes.

Each of thefirst two pools must contain two servers. The two servers must
be defined the same in both pools, but defined in reverse order:

[POOL=POOL1]
SEervers:
ASE1l
ASE2
[POOL=POOL2]
Servers:
ASE2
ASE1l

Currently, only two OpenSwitch servers are supported in a
mutually-aware cluster; that is, there can be only one companion
OpenSwitch for each mutually-aware OpenSwitch server. Both
OpenSwitch serversin the cluster must be mutually aware.
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If one of the OpenSwitch companions does not have MUTUAL_AWARE
set to 1, the other OpenSwitch companion marks that OpenSwitch server
as“down.” Thisinconsistency is noted in the error log. Until the
non-mutually-aware OpenSwitch server is restarted with
MUTUAL_AWARE set to 1, it receives no communication from the
companion that does have MUTUAL_AWARE set to 1, which acts as the
only mutually-aware OpenSwitch server running in the cluster.

Note Sybase recommends that you never have two OpenSwitch servers
use the same pools of servers, or be the failover entries for each other in
the sgl.ini file on Windows or interfaces file on UNIX without being
mutually aware. Always set MUTUAL_AWARE to 1 in both companion
OpenSwitch server configuration files.

« A mutually-aware configuration does not require a coordination module
(CM) or replication coordination module (RCM) to run. However, a
mutually-aware implementation can work with aCM or RCM solution.

e You can use concurrent coordination modulesin a mutually-aware
configuration in OpenSwitch 15.1 and later. See “Using concurrent
coordination modules,” in Chapter 2, “Using Coordination Modules’ in
the OpenSwitch Coordination Module Reference Manual.

e IfyouareusingaCM or RCM in OpenSwitch 15.1 and later, you can set
SVR_FAIL_ACTION to CUSTOM, MANUAL, CUSTOM_MANUAL, or
DEFAULT.

If you using OpenSwitch 15.0 and earlier, you cannot run custom or
manual scripts for server failure when you are using aCM or RCM
because each CM and RCM iscoded differently and itsfailover procedure
may contradict the actions invoked by a custom or manual script.
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If you use a system router, it should not block system commands, such as
“ping.” OpenSwitch uses ping to monitor the network between
mutually-aware OpenSwitch companions and between OpenSwitch and
the Adaptive Servers. A ping failure can be incorrectly interpreted as a
network failure.

Note The length of strings holding the host name of a machine is limited
to 30 characters within the OpenSwitch process. If a host name exceeds
thislimit, only the first 30 charactersis used and may lead to incorrect
results or failure during execution.

Start the primary OpenSwitch first, then start the secondary (companion)
OpenSwitch. See Chapter 4, “ Starting and Stopping OpenSwitch and
RCMs.”

Configuring OpenSwitch servers to be mutually aware

To implement mutually-aware OpenSwitch servers, install and configure two
OpenSwitch servers.

Note In aproduction environment, the Adaptive Servers are generally
installed on a different host than the OpenSwitch servers. When both
OpenSwitch servers are installed on the same host machine, each OpenSwitch
server must be installed in a different Sybase directory.

Whenyouinstall OpenSwitch and configureit using the configuration tool, the
process creates two files:
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sgl.ini inWindows or interfacesin UNIX —containsinformation about the
network locations of servers. The file contains at |east one entry that
specifies the network connection information for the default server. This
filesis saved in the SYBASE root directory.
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e OpenSwitch_ServerName.cfg — data gathered during OpenSwitch
configuration. By default, the file is given the name of the OpenSwitch
server being configured, followed by the .cfg file name extension.

Note You can also manually create and edit the OpenSwitch configuration

file.

When you specify during configuration that an OpenSwitch server should be
mutually aware, the configuration process also creates a mutually-aware
configuration table in both Adaptive Servers, which can be read by both
OpenSwitch servers.

Configuration file parameters

Table 6-1 lists the OpenSwitch configuration parameters specific to mutually-
aware OpenSwitch servers. Parameters are listed alphabetically within each
configuration file section for ease of reference.

Section

Table 6-1: Mutually-aware configuration parameters

Parameter

Description

[CONFIG]

CMON_FAIL_ACTION

Note Required when
MUTUAL_AWARE=1.
However, thisparameter is
not specific to only
mutually-aware
OpenSwitch servers; it
appliesto all OpenSwitch
serverswith CMON set to
1

Administration Guide

Enter one of these actions:
e DEFAULT

« CUSTOM

* MANUAL

¢ CUSTOM_MANUAL

Note OpenSwitch currently supports only the DEFAULT action
for CMON_FAIL_ACTION.

The selected actionisinvoked only when the CMON configuration
parameter is set to 1 (the recommended setting), and when the
CMON thread that monitorsthe health of the Adaptive Server fails
to start. See Table 5-1 on page 89 for information about the CMON
parameter.

See“CMON_FAIL_ACTION” on page 147 for more information
about this parameter. See " User-specified actions’ on page 141 for
details about each action.
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Section

Parameter

Description

[CONFIG]

CMP_FAIL_ACTION

Note Required only when
MUTUAL AWARE=1.

Enter one of these actions:
e DEFAULT

¢ CUSTOM

* MANUAL

¢ CUSTOM_MANUAL

This parameter is used when network connectivity islost to the
companion OpenSwitch in a mutually-aware setup. Once the
network is restored and the connection to the companionis
re-established, the two OpenSwitch servers synchronize their
configurations.

See“CMP_FAIL_ACTION" on page 148 for more information

about this parameter. See“ User-specified actions’ on page 141 for
details about each action.

[CONFIG]

CUSTOM_SCRIPT

The path to the user-created script to invoke.

Note When MUTUAL AWARE=1, the scripts for both OpenSwitch
companions must perform the same action. When a server fails
over and SVR_FAIL_ACTION isset toto MANUAL or CUSTOM,
only one of the companions executes the script that notifies the
administrator or restarts the server.

See “User-specified actions’ on page 141 for details about which
exit codesto use in custom scripts.

[CONFIG]

FREEZE_CFG_ON_FAIL

Whether OpenSwitch locks all server and pool configurations
(forbids all changes) when a network break is suspected between
the companions during CMP_FAIL_ACTION. Enter:

« 0-adlowsthe OpenSwitch server to continue servicing clients
asif it were the only OpenSwitch running in a mutually-aware
cluster. All configuration changes, including server and pool
status changes, are permitted. Thisis the default.

« 1-adlowsthe OpenSwitch server to continue servicing clients,
but forbids any changes to the server or pool configuration and
status.

[CONFIG]
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MANUAL_SCRIPT

The path to the user-created manual script.

See “User-specified actions’ on page 141 for details about which
exit codes to use in manual scripts.
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Section

Parameter

Description

[CONFIG]

MUTUAL_AWARE

Specifies whether to use mutually-aware OpenSwitch servers.
Enter:

e 1for amutually-aware OpenSwitch.
« 0for anon-mutually-aware OpenSwitch, which is the default.

[CONFIG]

MUTUAL_CLUSTER

Note Required only when
MUTUAL_AWARE=1.

A string that represents a mutually-aware cluster. This string must
be exactly the same on both OpenSwitch servers, and is used to
name the configuration table in the CFG_STORAGE servers (see
“[SERVER]” on page 110).

When this parameter is not set, it defaultsto “CLUSTER1".

[CONFIG]

NET_FAIL_ACTION

Note Required only when
MUTUAL_AWARE=1.

Enter one of these actions:
e DEFAULT

« CUSTOM

« MANUAL

« CUSTOM_MANUAL

This parameter is used when thelocal OpenSwitchis experiencing
anetwork outage and cannot communicate with the Adaptive
Servers or companion OpenSwitch hosts.

See“NET_FAIL_ACTION” on page 149 for more information
about this parameter. See“ User-specified actions’ on page 141 for
details about each action.

[CONFIG]

PING_BINARY

The absolute path to the system ping command. When this
parameter is not set, it defaults to ping, which relies on the PATH
environment variable to locate the correct binary.

[CONFIG]

PING_RETRIES
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The number of times that OpenSwitch should ping a server to rule
out possible network problems. This parameter isused in
numerous places, when the status must be known of a companion
or Adaptive Server.

Thedefaultis“1”.
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Section Parameter

Description

[CONFIG] PING_THREAD

Valid values are O (zero) or 1. The defaultis 1.

When set to 1, PING_THREAD detects the failure when an
Adaptive Server host or network stops running.

In a mutually-aware environment, the primary companion
OpenSwitch checks to see if the entire network has failed or only
the Adaptive Server host network. If the Adaptive Server host
network hasfailed, the primary companion OpenSwitchisnotified
immediately and the action set for SYR_FAIL_ACTION isinvoked.

When set to zero (0), the primary companion OpenSwitch is
notified of a network failure with Adaptive Server after only 8
minutes, which is the default TCP/IP tcp_ip_abort_interval
configuration parameter.

Note Do not use this parameter to monitor the network between
clients and OpenSwitch. If the network connection from the client
to the OpenSwitch fails, the client detectsthefailure only when the
tcp_ip_abort_interval time has elapsed. Thisisakernel parameter
that defaults to 8 minutes, but can be tuned to alower valueif the
default is unacceptable.

Thelength of strings hol ding the host name of amachineislimited
to 30 characters within the OpenSwitch process. If a host name
exceedsthislimit, only thefirst 30 charactersis used and may lead
to incorrect results or failure during execution.

[CONFIG] PING_WAIT

The number of secondsthat the ping command should wait before
returning afailure. This parameter is used in conjunction with
PING_RETRIES on platforms where the ping command blocks
instead of returning right away.

The default is 10 (seconds).

[CONFIG] PRIMARY_COMPANION

Note Required only when
MUTUAL_AWARE=1.
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Enter:
¢ 0-—thedefault.

* 1-whenthisisthe designated primary companion. A primary
companion is responsible for writing to the Adaptive Server
cluster tables.
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Section

Parameter

Description

[CONFIG]

SVR FAIL_ACTION

Note Required only when
MUTUAL AWARE=1.

Enter one of these actions:
e DEFAULT
* CUSTOM
« MANUAL
« CUSTOM_MANUAL

Thisparameter isused when an Adaptive Server failstorespondin
atimely manner, or when the Adaptive Server host cannot be
pinged by either OpenSwitch server in acluster.

See“SVR_FAIL_ACTION” on page 150 for more information.
See “User-specified actions” on page 141 for details about the
available actions.

[CONFIG]

UPDATE_CFG

When set to 1, the configuration file is updated each time a
reconfiguration takes place. Zero (0) is the default setting. You
must run mutual-aware support with UPDATE_CFG=1.

[SERVER]

CFG_STORAGE
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When this property is set for an Adaptive Server, that Adaptive
Server is used to store the configuration information of the
mutually-aware OpenSwitch clusters. Enter:

e 0-do not use this Adaptive Server to store the configuration
information of the mutually-aware OpenSwitch clusters.Thisis
the default vaue.

« 1-store the configuration information of the mutually-aware
OpenSwitch clusters on this Adaptive Server.

In amutually-aware setup, you must include this parameter under
the two Adaptive Server entries; for example:

[SERVER=ASE1]

STATUS=UP

CFG_STORAGE=1

[SERVER=ASE2]
STATUS=UP
CFG_STORAGE=1

In the exampl e above, the most recent OpenSwitch configuration
isstoredinthesyso_<cluster> tablein ASE1 and ASE2. Therefore,
when a mutually-aware OpenSwitch server fails to connect to its

companion OpenSwitch for the latest configuration information, it
queries both ASE1 and ASE2 to retrieve that information.
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Section

Parameter

Description

[COMPANION]

companion_name
admin_user
admin_password

Name of the OpenSwitch companion, and the administrator user
name and password used to make a connection. For example:
[COMPANION=0SW2]

admin_user=sa
admin_password=sa

These should be the same as the values for SERVER_NAME,
ADMIN_USER and ADMIN_PASSWORD in the companion
OpenSwitch configuration file.

companion_name is a static parameter, while admin_user and
admin_password are dynamic parameters. Thismeansthat after an
OpenSwitch server startsrunning, you can changethe companion’s
admin_user and admin_password using rp_cfg and the changes
take effect immediately. However, if you change
companion_name, you must restart the OpenSwitch server for the
change to take effect.

Note If USERNAME_PASSWORD_ENCRYPTED isset to 1,
admin_user and admin_password should contain the encrypted
string (as should ADMIN_USER and ADMIN_PASSWORD in the
OpenSwitch configuration file). Use the -E or -p command line
options for encryption. See “Using encrypted user names and
passwords’ on page 70.

Mutually-aware configuration table

132

When you configure an OpenSwitch to be mutually aware, a configuration
tableis created and saved to both Adaptive Servers, which eliminates any
single point of failure created by one Adaptive Server. Thistable can be
accessed by both the primary and secondary OpenSwitch servers.

The primary OpenSwitch server isresponsible for updating the configuration
table on the Adaptive Servers.

Note When you configure OpenSwitch by manually editing the configuration
file, the mutually-aware configuration table is created the first time you start
the OpenSwitch server.

Table 6-2 on page 133 lists the columns in the mutually-aware configuration
table created in the Adaptive Servers:
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Table 6-2: Mutually-aware configuration table

Column Description

Pool Name of the Adaptive Server connection pool. Each pool correspondsto exactly one row.
Pool_status Status of this pool in the OpenSwitch configuration.

Pool_mode Select:

* Chained —to have all connections routed to the first server defined within the pool, and
have administrative switch requests or automatic failovers send all connections to the
next server in the pool.

¢ Balanced —to have all serversin apool used simultaneously (load-balanced) until a
server fails, at which time all connections on the failed server are redistributed, in
round-robin fashion, among the remaining servers.

Pool_cache The number of seconds a connection is kept alive after a client disconnects. If the same

client, using the same user name and password, reconnects during this duration, the
connection can be handed off without establishing a new connection, which reduces the
overhead of establishing connections each time a client connects.

Attr_username

User name attribute for this pool, if any.

Attr_appname

Application name attribute for this poal, if any.

Attr_hostname

Host name attribute for this pool, if any.

Attr_type

Whether this pool handles “site” or “client” connections.

Primary_server

Name of the primary server in this pool.

Primary_status

The status of the primary server in the OpenSwitch configuration. Primary_status isthe
same as the server status in the [SERVER] section of the OpenSwitch configuration file,
which may be different from the pool-specific server status under the [POOL] section. A
mutually-aware OpenSwitch server does not currently support pool-based server status.

Primary_type

Whether the primary server is a high-availability server.

Primary_cfgstore

Whether CFG_STORAGE is set for the primary server.

Primary_cmonuser

The primary server-specific CMON user name.

Primary_cmonpwd

The primary server-specific CMON password.

Secondary_server

Name of the secondary server in this pool.

Secondary_status

The status of the secondary server in the OpenSwitch configuration. Secondary_status is
thesame asthe server statusin the [SERV ER] section of the OpenSwitch configurationfile,
which may be different from the pool-specific server status under the [POOL] section. A
mutually-aware OpenSwitch server does not currently support pool-based server status

Secondary_type

Whether the secondary server is a high-availability server.

Secondary_cfgstore

Whether CFG_STORAGE is set for the secondary server.

Secondary_cmonuser

The secondary server-specific CMON user name.

Secondary_cmonpwd
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The secondary server-specific CMON user name.
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Column

Description

Replication_status

The status of the pool replication direction, as determined by the RCM. Currently displays
only “Normal.”

Note Reserved for future use.

Timestamp

The timestamp for this entry.

Updated_by

Name of the OpenSwitch server that updated this entry.

Sequence_num

Table name
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A uniqueidentification number generated by the master OpenSwitch for each update event.

If you use rp_pool_status or rp_server_status to change the status of a pool or
server at runtime for amutually-aware OpenSwitch, the change is propagated
to the companion OpenSwitch server and stored in the Adaptive Server
configuration table to ensure maximum redundancy and persistence between
OpenSwitch start-ups.

Note Currently, only changes to the pool and server status made using
rp_pool_status and rp_server_status are propagated to the companion and
stored in the configuration tables. Runtime changes to other pool or server
attributes, and changes to the pool and server status made using rp_cfg, are not
propagated to the companion and stored in the configuration tables.

Thedefault configuration table nameissyso_cluster, wherecluster isthe value
of the MUTUAL_CLUSTER parameter set in the OpenSwitch server
configuration file. This parameter must be the same for both OpenSwitch
servers in a mutually-aware implementation.

The table name begins with “sys” so that the table cannot be replicated. This
tableis created in the default database for the CMON user in the Adaptive
Server. When the default databaseis not explicitly set for the CMON user, the
table is created in the master database.

Note If you want the table created in an Adaptive Server database other than
the master database, the administrator should set the CMON user’s default
database to a database that is suitable for such use. The administrator must
understand the relationship between the mutually-aware OpenSwitch and this
table.
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When a companion OpenSwitch is not running and a mutually-aware
OpenSwitch starts up, the information in the configuration table overrides the
information in the OpenSwitch’s configuration file. To change this order of
precedence, start the mutually-aware OpenSwitch with the “-O” option. See
“Requirements’ on page 121.

OpenSwitch serversfrom one cluster write only to thetable for that cluster, and
asmuch aspossible, awrite iscarried out in both Adaptive Serversin an atomic
fashion to ensure redundancy in the stored configuration information.

Because only onerow isentered for each pool, and there can be only two pools,
there are only two rowsin thistable.

Configuration data precedence
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Mutually-aware OpenSwitch servers use SQL queries, configuration files, and
configuration tables that reside on the Adaptive Servers to communicate with
each other and stay in sync about effective pool and server properties.

When a mutually-aware OpenSwitch server (for example, OSW1 with
MUTUAL_AWARE set to “1") starts up, it takesthe following stepsto retrieve
the latest effective pool and server configuration to use for startup:

1 First, the OpenSwitch server that is being started queries its mutually-
aware companion to ascertain all server and pool configuration
information.

2 If the companion OpenSwitch server does not respond, the OpenSwitch
server queriesthe Adaptive Server mutually-aware configuration table for
the same server and pool configuration information.

« If only one Adaptive Server responds, and the query was successful,
the primary OpenSwitch server uses the query results to start the
OpenSwitch server.

« If both Adaptive Servers respond, OpenSwitch compares the query
results from both of them, and uses the entry with the latest sequence
number to start.

3 If the Adaptive Serversdo not respond, the OpenSwitch server startsusing
its own configuration file.
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4 After al configuration information has been updated and the OpenSwitch
server starts, OpenSwitch tries to update its companion OpenSwitch
server, and the Adaptive Servers that can be reached, with the latest
information. For each Adaptive Server defined with CFG_STORAGE,
OpenSwitch spawns athread to monitor the health of the Adaptive Server
and update the Adaptive Server if it comes online.

5 To ensurethat both Adaptive Servers have the same datain their cluster
table, eachtime an Adaptive Server isupdated (including through atimer),
the update is also carried out in the other Adaptive Server, aslong asthe
other Adaptive Server isrunning and reachable.

6 If the cluster table does not exist on a CFG_STORAGE Adaptive Server,
OpenSwitch creates the cluster table and populates it with the current
information the first time it starts with the CFG_STORAGE Adaptive
Server.

When the system administrator or an RCM executes rp_stop, rp_start, or
rp_switch on a mutually-aware OpenSwitch server for an entire pool or
Adaptive Server, the commands are propagated to the companion OpenSwitch
server to be executed on that server aswell. If the command fails on the
companion OpenSwitch server, an error message is logged.

When the system administrator or an RCM executes rp_server_status or
rp_pool_status to SET the status for a pool or Adaptive Server, the
mutually-aware OpenSwitch server repeats the command on the companion
OpenSwitch server, and records the change in the OpenSwitch configuration
table on each CFG_STORAGE Adaptive Server.

If the preceding stepsfail, the operationisrolled back and the status of the pool
or Adaptive Server isreturned toitsorigina state.

Note Commands such asrp_pool_{add | rem} attrib, rp_pool_{add | rem} server,
and rp_pool_cache cannot be propagated to the companion OpenSwitch.
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OpenSwitch mutually-aware operations

When an OpenSwitch server starts, it sends an RPC to the companion
OpenSwitch server to inform the companion that it is running. When the
companion OpenSwitch server receives this information, it marks the starting
companion server as running, and thereafter communicates with the
companion server whenever the pool or server status changes.

To override saved configuration information and start OpenSwitch with the
current configuration file, use the “-O” option. See “ Starting and stopping
OpenSwitch on UNIX” on page 65 or “ Starting and stopping OpenSwitch on
Windows” on page 66 for details.

When an OpenSwitch server failsin a mutually-aware configuration, the
companion OpenSwitch server detects the failure and marks the failed server
as“down.” If the failed OpenSwitch server isa primary companion, the
secondary OpenSwitch server assumes the role of the primary OpenSwitch
server. Asthe primary, this OpenSwitch server updates the Adaptive Server
mutually-aware configuration table.

Active Adaptive Server failover
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When an Adaptive Server fails, the OpenSwitch configuration tries to
reconnect to the Adaptive Server several times before initiating failover. The
following checks are performed to ensure that afailover isreally necessary:

1 First, the OpenSwitch server that detected thefailuretriesto connect to the
primary Adaptive Server using the CMON user name and password. If the
connection succeeds, the failure is treated as an isolated or client-specific
incident, and no server-wide failover is performed. The threads that
encounter the failure are terminated, and all future incoming clients are
directed to the same primary Adaptive Server.

2 If step 1fails, but the host of the first OpenSwitch can still communicate
with the host of the primary Adaptive Server, the primary Adaptive Server
isassumed to have stopped responding, and the user-specified behavior for
the SYR_FAIL_ACTION parameter in the configuration file is performed.

3 If step 1 fails because the host of the first OpenSwitch cannot
communicate with the host of the primary Adaptive Server, the first
OpenSwitch checks with the companion OpenSwitch to seeif the latter
al so has trouble communi cating with the primary Adaptive Server host.
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Failback
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4

If step 3 succeeds, and the companion OpenSwitch host has no problem
communicating with the primary Adaptive Server host, the local network
of thefirst OpenSwitch becomesasuspect, and the user-specified behavior
for the NET_FAIL_ACTION parameter in the configuration fileis
performed on the first OpenSwitch, which allowsits clientsto fail over to
its companion OpenSwitch. The clients must reconnect, and are directed
to the companion OpenSwitch viathe Client-Library failover feature.

However, if the companion OpenSwitch also cannot communicate with
the primary Adaptive Server host, afailure at the primary Adaptive Server
site or network is assumed, and the user-specified behavior for the

SVR _FAIL_ACTION parameter in the configuration file is performed on
the first OpenSwitch.

If step 3 failsbecause the first OpenSwitch host cannot communi cate with
the companion OpenSwitch host, thefirst OpenSwitch attemptsto ping the
secondary Adaptive Server host to determine whether its own host has
completely gone off the network. If the communication is also broken
between thefirst OpenSwitch and the secondary Adaptive Server host, the
first OpenSwitch assumes that it is experiencing alocal network failure,
and the user-specified behavior for the NET_FAIL_ACTION parameter in
the configuration file is performed.

However, if communication still exists with the secondary Adaptive
Server hogt, the first OpenSwitch performsthe user-specified behavior for
the SVR_FAIL_ACTION parameter tofail over the clientsto the secondary
Adaptive Server.

See “Invoking custom and manual scripts’ on page 139 for more information
about *_FAIL_ACTION functionality.

Failback isamanual processthat requires careful planning. If you use an RCM
anditisdown, inorder tofail back, you may need to manually restart the RCM,
and manually reverse the replication direction of the Replication Server.

1

Ensure that the primary Adaptive Server isinitsnormal running state and
accepting connections.
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2

If thereis a secondary Adaptive Server running, and the direction of the
replication has been switched during the failover, restore the replication
directionto its original state so that the primary Adaptive Server is
properly updated with the latest transactions. See the Replication Server
Administration Guide for instructions.

If you are using an RCM, restart it. When the RCM is started using the
OpenSwitch RCM_AUTOSTART parameter, you may need to restart the
OpenSwitch servers to restart the RCM. See “Configuring an RCM to
start automatically from OpenSwitch” on page 78 for details.

Logintothe mutually-aware OpenSwitch asan administrator, and execute
thefollowing commands. Perform this step on only one of the OpenSwitch
servers (either the primary or the secondary); the commands are
automatically propagated to the other companion OpenSwitch.

rp_stop POOL, secondary_ASE, NULL, 0, 1

rp server status primary ASE, UP

rp_switch POOL, secondary ASE, NULL,
primary ASE, 0, 1

rp_start POOL, secondary ASE NULL

All future incoming clients are redirected back to the primary Adaptive Server.

Invoking custom and manual scripts

This section provides an overview of using custom and manual scriptswhen a
problem or failure occursin a mutually-aware environment. It also explains
how to use each failure type, describes possible actions that you can invoke for
each failure type, and discusses the use of reason and exit codes.

Overview
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In amutually-aware setup, problems may occur with an Adaptive Server or
companion OpenSwitch (for example, the server stopsresponding or thereisa
network failure) that require a system administrator to perform certain actions.
These actions are never required at startup, because any or al servers may not
be responding at that time.
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When a problem occurs after startup, OpenSwitch invokes the action specified
in the OpenSwitch configuration file for that failure type. Depending on the
failure type and the corresponding user-specified action, either a custom or
manual script islaunched, or a default action istaken, or both.

Failure types

OpenSwitch provides four failure type configuration parameters for
mutually-aware OpenSwitch servers:

e  CMON_FAIL_ACTION —used whenthe CMON thread that monitorsthe
health of the Adaptive Server failsto start.

Note CMON_FAIL_ACTION is not specific to only mutually-aware
OpenSwitch servers; it appliesto al OpenSwitch servers with CMON set
tol.

e CMP_FAIL_ACTION —used when anetwork failure is detected between
the local host and the host of the companion OpenSwitchin a
mutually-aware setup.

« NET_FAIL_ACTION — used when the local OpenSwitch is experiencing
anetwork outage and cannot communicate with the Adaptive Servers or
companion OpenSwitch hosts.

e SVR FAIL_ACTION —used when an Adaptive Server failsto respondin
atimely manner, or when the Adaptive Server host cannot be pinged by
either companion OpenSwitch server in acluster.

When you use the OpenSwitch GUI configuration tool to configure
mutually-aware behavior, you specify the actions that should occur for each
failure type in the Failure Type dialog box, shown in Figure 6-1 on page 141.

When you manually configure OpenSwitch by editing the configuration file,
you specify the action that should occur for each failure type parameter (listed
above).
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Figure 6-1: Mutually-aware failure types and actions

Conmection Mondtor Failure
Retion To Take |DEFAULT -|

Hetwork Failure
Action Ta Take | DEFAULT -|

Companion Failure
Action Ta Take | DEFALLT - |

Dataserver Fallure
Action To Take | DEFAULT -|

User Action
Custom Script

hanual Scrigt

User-specified actions
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During OpenSwitch configuration, you specify one action for each failuretype
parameter. This section describes each available action.

When a user-created script executes, OpenSwitch suspends all pools and puts
all threadsto sleep. OpenSwitch resumes the pools and wakes all threads when
the specified action compl etes execution.

Note Because only one of the companions may execute a script that notifies
the administrator or restarts the server, the scripts for both OpenSwitch
companions should perform the same action.
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DEFAULT

CUSTOM
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For details about each action’s specific use with each failure type, refer to
“CMON_FAIL_ACTION” on page 147, “CMP_FAIL_ACTION" on page
148, “NET_FAIL_ACTION”" on page 149, and “SVR_FAIL_ACTION" on
page 150.

Invokesthe default OpenSwitch behavior for thefailure type. The activity that
occurs depends on the failure type. See “Failure types’ on page 140.

When you specify CUSTOM for a problem parameter, the path of the scriptis
retrieved from the CUSTOM_SCRIPT parameter, and the custom script is
executed with the appropriate server name and reason code that OpenSwitch
passed as arguments. The custom script should process the server name and
reason code to determine the nature of the failure and the appropriate solution.

Note WhenthefailuretypeisSRV_FAIL_ACTION or CMON_FAIL_ACTION,
the first argument passed to the user action script is the server name.

When thefailuretypeis CMP_FAIL_ACTION, the first argument passed to the
script is the name of the companion OpenSwitch.

When the failuretypeis NET_FAIL_ACTION, thefirst argument passed to the
scriptis“NET.”

The second argument passed to the script is always the reason code.

Based on the specified reason code provided by the user in the custom script,
the script can perform the appropriate actions—restart an Adaptive Server that
has stopped running, perform operating system-level checks, or notify the
system administrator via an e-mail message that a problem has occurred.

When the custom script compl etes execution, the exit code of the script is
returned in the return code argument.

Note When you set MUTUAL_AWARE to 1, the scripts for both OpenSwitch
companions must contain the sameinformation. Thisisbecause during aserver
failover, if you have set SYR_FAIL_ACTION to MANUAL or CUSTOM, only
one of the companions executes the script that notifies the administrator or
restarts the server.
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Example

See “CMP_FAIL_ACTION" on page 148, “SVR_FAIL_ACTION” on page
150, and “NET_FAIL_ACTION” on page 149 for details.

The following code is a sample of a custom script.

# Sample custom script for OpenSwitch

#!/bin/sh

server=S51
reason=S$2
case "S$reason" in
"1000")
mailx -s "OpenSwitch failure Alert!" osw dba << EOF
The OpenSwitch CMON thread failed to start because $server is not
running.
EOF
r=0
"1001")
mailx -s "OpenSwitch failure Alert!" osw_dba << EOF
The OpenSwitch CMON thread failed to start because the maximum
connection on S$server has been exceeded.
EOF
r=0
"1004")
# Remotely restart the ASE server.
rsh bluebird /sybase/ASE-15 0/scripts/RUN_Sserver &
if ( $? != 0)
then
mailx -s "OpenSwitch failure Alert!" osw _dba << EOF
The Adaptive Server $server went down, and the effort to restart it
failed.
EOF
r=1
else
mailx -s "OpenSwitch failure Alert!" osw _dba << EOF
The Adaptive Server S$server went down and was successfully
restarted.
EOF
r=0
fi
sleep 10
"1005")
mailx -s "OpenSwitch failure Alert!" osw_dba << EOF
The Mutually-aware OpenSwitch detected a complete network failure.
Please check the network of the OpenSwitch server hosts.
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EOF
r=>5
#Example of nondefault return code.

I

lllOO6ll)
mailx -s "OpenSwitch failure Alert!" osw_dba << EOF
The Mutually-aware OpenSwitch has encountered a network failure
with its companion OpenSwitch host. Please check the network

between the two mutually-aware OpenSwitch servers hosts.
EOF

mailx -s "OpenSwitch failure Alert!" osw_dba << EOF
A problem was encountered and an invalid reason code $reason was
received. Please check the OpenSwitch error log for any failure
messages.
EOF

r=99

esac

exit Sr

This example invokes a custom user script, specified by the
CUSTOM_SCRIPT parameter in the OpenSwitch configuration file, that
performs different tasks depending on the reason code passed into the script.

When you specify MANUAL, the path of the manual script is retrieved from
the MANUAL _SCRIPT parameter in the configuration file and executed. While
the script is executed, OpenSwitch locks all pools and prevents new clients
fromlogging in to the server, while existing client are unaffected and continue
normal operation. Similar to a custom script, you must pass in arguments to
help the script determine the action to take and the object on which to take that
action.

*  Whenthefailuretypeis SRV_FAIL_ACTION or CMON_FAIL_ACTION,
the first argument passed to the user action script is the server name.

*  When thefailure typeis CMP_FAIL_ACTION, the first argument passed
to the script is the name of the companion OpenSwitch.

*  WhenthefailuretypeisNET_FAIL_ACTION, thefirst argument passed to
the script is“NET.”
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CUSTOM_MANUAL

Reason codes

Administration Guide

e The second argument passed to the script is always the reason code.

OpenSwitch is suspended until the system administrator executes rp_go. After
the script finishes execution, the exit code of the script isreturned in the return
code argument.

If an administrator misses the message issued from MANUAL, issue
rp_pool_help to seeif the statusis SUSPENDED. If the statusis SUSPENDED,
fix the problem and issue rp_go.

Note When MUTUAL_AWARE is set to 1, the scripts for both OpenSwitch
companions must contain the sameinformation. Thisisbecause during aserver
failover, if you have set SYR_FAIL_ACTION to MANUAL or CUSTOM, only
one of the companions executes the script that notifies the administrator or
restarts the server.

Useful to perform amanual intervention and suspend the entire OpenSwitch if
acustom script fails.

When you specify CUSTOM_MANUAL, the custom script is executed first.
The manual script is executed only if the custom script fails with an exit code
nonzero.

When you specify CUSTOM, MANUAL, or CUSTOM_MANUAL for a
failure type parameter, auser-created custom or manual script isexecuted with
areason code specific to that failure type. Table 6-3 on page 146 lists the
reason codes associated with each failure type.
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Table 6-3: Custom and manual script reason codes
Code | Failure type Description

1000 CMON_FAIL_ACTION | The Adaptive Server cannot be connected to
becauseit is not running.

1001 CMON_FAIL_ACTION | The number of connections to the Adaptive
Server has exceeded the maximum user
connections limit.

1004 SVR _FAIL_ACTION A primary Adaptive Server failed, and arestart
or failover is necessary.

1005 NET_FAIL_ACTION The network of the local OpenSwitch host is
disabled.

1006 CMP_FAIL_ACTION The companion OpenSwitch stops
unexpectedly.

2000 CMON_FAIL_ACTION | Theuser name or password for the CMON user
isinvalid on this Adaptive Server.

3000 CMON_FAIL_ACTION | An unknown error was encountered while
starting the CMON thread. Check the Adaptive
Server to make sure that it is accepting
connections.

When you use custom or manual scripts, your script must exit with avalid exit
code. Generally, exit codes are away to notify an administrator whether or not
the script ran successfully.

The section on each failure type contains the exit codes specific to using
custom or manual scripts with that type of failure.

See“CMON_FAIL_ACTION" on page 147, “CMP_FAIL_ACTION” on
page 148, “NET_FAIL_ACTION” on page 149, and “SVR_FAIL_ACTION"
on page 150 for details.

When you create a script for execution with CUSTOM, MANUAL, or
CUSTOM_MANUAL actions, the script must use the exit command to
complete, not use any exit command switches, and provide avalid exit code:

exit Any valid exit code

The exit code you provide dictates what OpenSwitch should do after the script
executes. The following sample input would be allowed in a custom or
manual-invoked script. The sample uses the exit command, does not use any
exit command switches, and uses avalid exit code.

@echo off
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exit 3
However, this sampleinput would not be allowed because it usesthe “/B” exit
command switch:

@echo off

exit/B 3

Warning! Never use an exit code of -1. OpenSwitch usesthisvalueinternally
to determine the reason for afailure. If ascript returns -1, it may interferewith
this diagnosis and cause the wrong error to be logged.

Theremainder of thisdocument describes each failure type parameter in detail,
including the behavior invoked by each action for that parameter, and the
reason and exit codes specific to that failure type and action.

CMON_FAIL_ACTION

Actions and reason
codes
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This parameter is used only when the CMON configuration parameter is set to
1 (the recommended setting), and when the CMON thread that monitors the
health of the Adaptive Server failsto start. See “[CONFIG]” on page 88 for
details about the CMON parameter.

Note CMON_FAIL_ACTION is not specific to only mutually-aware
OpenSwitch servers; it appliesto all OpenSwitch servers with CMON set to 1.

Use:

e« DEFAULT —to try and restart the CMON connection. If the problem has
been resolved, OpenSwitch continues with its normal activity. If the
problem is unresolved, OpenSwitch fails the client over to the next server.
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Exit codes for custom
and manual scripts

« CUSTOM, MANUAL, or CUSTOM_MANUAL —to execute a
user-specified custom or manual script with areason code of 1000, 1001,
2000, or 3000. See Table 6-3 on page 146 for descriptions of the reason
codes. OpenSwitch is suspended and waits indefinitely until the system
administrator executesrp_go.

Note OpenSwitch currently supports only the DEFAULT action for
CMON_FAIL_ACTION.

See “User-specified actions’ on page 141 for additional details about these
actions.

Use an exit code of 0 (zero). For CMON_FAIL_ACTION, the exit code only
provides away to notify the administrator how the script ran. Regardless of the
exit code you provide, CMON_FAIL_ACTION performsthe DEFAULT action
after the script executes.

CMP_FAIL_ACTION

Actions and reason
codes

148

This parameter is used when a network failure is detected between the local
host and the host of the companion OpenSwitch in a mutually-aware setup.

Use:

» DEFAULT —to check whether FREEZE_CFG_ON_FAIL is set. When
FREEZE CFG_ON_FAIL isset, al future configuration changes for pool
or server status are prohibited until the connection to the companion
OpenSwitch is restored.

If FREEZE_CFG_ON_FAIL isnot set, no action occurs. See“[CONFIG]”
on page 88 for details about this parameter.
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e CUSTOM, MANUAL, or CUSTOM_MANUAL —to execute the
specified custom or manual script with the reason code 1006. OpenSwitch
issuspended and waitsindefinitely until the system administrator executes

p_go.

Note If CMP_FAIL_ACTION isset to CUSTOM or MANUAL, the
respective script that is executed must reside on alocal file system. Thisis
because the script executes when the network is not responding and access
to remote mounted file systems may no longer exist.

See “User-specified actions’” on page 141 for additional details about these
actions.

Exit codes for custom Valid exit codes are:
and manual scripts
e 0(zero) —the default exit code. If the script exits with azero (0) status,

OpenSwitch performsthe DEFAULT action
(cMP_FATL_ACTION=DEFAULT).

« 1-if thescript exits with a code of 1, no further action is performed.

NET_FAIL_ACTION

This parameter is used when the local OpenSwitch is experiencing a network
outage and cannot communicate with the Adaptive Servers or companion
OpenSwitch hosts. However, the specified action isinvoked only when each
ping has repeatedly failed more than the number of PING_RETRIES while
waiting for aresponse for longer than the amount of time of PING_WAIT.

Actions and reason Use:
types
 DEFAULT —to clean up and exit, so that existing clients disconnect. When

existing clients reconnect, they fail over to the active OpenSwitch
companion.
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Exit codes for custom
and manual scripts

e« CUSTOM, MANUAL, or CUSTOM_MANUAL — OpenSwitch is
suspended and the specified custom or manual script is executed with the
reason code 1005. OpenSwitch is suspended and waits indefinitely until
the system administrator executes rp_go.

Note If NET_FAIL_ACTION isset to CUSTOM or MANUAL, the
respective script that is executed must reside on alocal file system. Thisis
because the script executes when the network is not responding and access
to remote mounted file systems may no longer exist.

See “User-specified actions’ on page 141 for additional details about these
actions.

Valid exit codes are:

*  0(zero) —the default exit code. When the script exits with a zero (0),
OpenSwitch performs the default action (NET FATL_ACTION=DEFAULT).

» 1-if youdo not want the DEFAULT action performed, use an exit code
of 1 for reason code 1005. For CUSTOM and MANUAL, when the script
exitswith 1, OpenSwitch remains up until it can reconnect to the network
hosted Adaptive Server or companion OpenSwitch.

When you use CUSTOM_MANUAL, the manual script is executed only
if the custom script exits with 1 (which indicates failure). When the
manual script exits with 1, OpenSwitch remains up until it can reconnect
to the network hosted Adaptive Server or companion OpenSwitch.

SVR_FAIL_ACTION

150

SVR _FAIL_ACTION is used when an Adaptive Server does not respond in a
timely manner, or when the Adaptive Server host cannot be pinged by either
OpenSwitch server in a cluster.

SVR_FAIL_ACTION can be used if a CM is connected to the OpenSwitch.

For example, you have two OpenSwitch servers, OSW1 and OSW2. OSW1
detects afailurefirst, but if it does not have aCM connection, OSW1 cannot
handle the failure. If OSW2 has a CM connection, it handles the failure. If
OSW1isaprimary server, and OSW?2 is a secondary server, and both detect
the failure, OSW2 handles the failure only if it hasa CM and OSW1 does not.

OpenSwitch



CHAPTER 6 Using Mutually-aware OpenSwitch Servers

Actions and reason
codes
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With OpenSwitch 15.1 and later, if you are using a CM or RCM, you can set
SVR_FAIL_ACTION to CUSTOM, MANUAL, CUSTOM_MANUAL, or
DEFAULT.

With OpenSwitch 15.0 and earlier, you cannot run custom or manual scriptsfor
aserver failure because the failover proceduresfor CMsand RCMsdiffer from
each other, and may contradict the actions invoked by a custom or manual
script.

When you specify DEFAULT for SYR_FAIL_ACTION, OpenSwitch checks
whether any CMs or RCMs are connected. When there are CM or RCM
connections, and:

e If SYR FAIL_ACTIONis setto either DEFAULT or MANUAL, the CM
or RCM performs the normal failover.

e If SYR FAIL_ACTION is set to CUSTOM and the script returns an exit
code of either 0 or an invalid code, the CM or RCM performs the normal
failover.

e If SYR FAIL_ACTION is set to CUSTOM and the script returns an exit
code of either 1 or 3, the CM or RCM performs the failover without
pinging the Adaptive Server host.

e If SYR FAIL_ACTION is set to CUSTOM and the script returns an exit
code of 2, the CM or RCM does not perform any action and OpenSwitch
terminates all the existing connections.

When there are no CM or RCM connections, OpenSwitch:
1 Marksthefailed primary Adaptive Server as|ocked.
Stops all clients on the failed Adaptive Server.

Marks the primary Adaptive Server as DOWN.
Marks the secondary Adaptive Server as UP.

g b~ W N

Switches clients from the primary Adaptive Server to the secondary
Adaptive Server.

Restarts al clients.
7 Directsal new connectionsto the secondary Adaptive Server.
Use:

e DEFAULT —to mark the Adaptive Server as not running and initiate a
failover process.
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The status of the Adaptive Server is SUSPENDED when
SVR _FAIL_ACTION isinvoked and the status changes to
UNSUSPENDED after SYR_FAIL_ACTION completes.

CUSTOM, MANUAL, or CUSTOM_MANUAL —to execute the
specified custom or manual script with the reason code 1004, unless you
areusing aCM or RCM, in which case the action and reason code are
ignored, and OpenSwitch alows the CM or RCM to handle the failover.

It isimportant that the scripts on both OpenSwitch companions perform
the same actions because during SYR_FAIL_ACTION, only one of the
companions executes the script. For example, if the script for OSW1
restartsthe server or notifiesthe administrator, the script for OSW2 should
also restart the server or notify the administrator. Although the actions
must be the same in both scripts, the commands that invoke those actions
can be different; that is, you could use different commands to restart the
server as long as the commands produce the same resullt.

When you specify MANUAL or CUSTOM_MANUAL, OpenSwitch is
suspended and waits indefinitely until the system administrator executes
rp_go.

See “User-specified actions” on page 141 for additional details about these
actions.

Valid exit codes are:

0 —the script is successful and OpenSwitch should reconnect all existing
clientsto the same primary Adaptive Server. The script should return this
exit codeif it restarts the primary Adaptive Server successfully.

OpenSwitch does not change the status of the primary Adaptive Server to
DOWN and OpenSwitch continuesto route future connectionsto the same
primary Adaptive Server.

1 —the script is successful and OpenSwitch should fail over al existing
clientsto the secondary Adaptive Server. The script should return this exit
codeif it sends anotification about the server error but does not restart the
server that is not responding.

OpenSwitch changes the status of the primary Adaptive Server to DOWN
and OpenSwitch routes future connections to the next available Adaptive
Server in the pool.

2 —the script isunsuccessful and OpenSwitch should terminateall existing
client connections. The script should return thisexit code if the script fails
and OpenSwitch does not perform an automatic failover.
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Exit codes for manual

scripts
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The primary Adaptive Server status changesto LOCKED. If the primary
Adaptive Server does not restart, OpenSwitch blocks new client
connections until the status changes to either UP or DOWN, or the client
times out. Client connections reconnect to the primary or secondary
Adaptive Server, depending on the actions of the administrator:

e |f the primary Adaptive Server restarts and the administrator changes
the status of the primary Adaptive Server to UP, client connections
reconnect to the primary Adaptive Server.

e |f theprimary Adaptive Server does not restart but the administrator
changes the status of the primary Adaptive Server to UB, client
connections connect to the secondary Adaptive Server.

e |f theprimary Adaptive Server restarts but the administrator changes
the status of the primary Adaptive Server to DOWN, client
connections connect to the secondary Adaptive Server.

e |f the primary Adaptive Server does not restart and the administrator
changes the status of the primary Adaptive Server to DOWN, client
connections connect to the secondary Adaptive Server.

3 —the script isunsuccessful and OpenSwitch should fail over all existing
clientsto the secondary Adaptive Server. This script should return thisexit
code if the script fails, and you want to perform an automatic failover to
the next available server.

OpenSwitch changes the status of the primary Adaptive Server to DOWN
and OpenSwitch routes all future connections to the next available
Adaptive Server in the pool.

Any exit code that is more than three (3) — perform the default operation.
For exampl e, setting the primary Adaptive Server status to DOWN.

Valid exit codes are:

0 —the script is successful and OpenSwitch should reconnect all existing
clientsto the same primary Adaptive Server. The script should return this
exit codeif it restarts the primary Adaptive Server successfully.

OpenSwitch does not change the status of the primary Adaptive Server to
DOWN and OpenSwitch continuesto route future connectionsto the same
primary Adaptive Server.

Any exit code that is more than zero (0) — perform the default operation.
For example, setting the primary Adaptive Server status to DOWN.
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CHAPTER 7

Registered Procedures

Thischapter describestheregistered proceduresthat you can executefrom
the command line to perform the switching process, and to monitor and
administer user activities. These proceduresare providedin additionto the
default registered procedures that are built into every Open Server.

Topic Page
Invoking registered procedures 155
Table of registered procedures 156

Invoking registered procedures

Registered procedures are aform of stored procedure that are built into
OpenSwitch, rather than being implemented in Adaptive Server. You can
invoke registered procedures within OpenSwitch either:

e Aspart of an RPC through an Adaptive Server, or

e Directly, as a SQL language command.

Remote procedure call invocation

Administration Guide

To execute aregistered procedure within OpenSwitch through an
Adaptive Server remote procedure call, Adaptive Server must first be
informed of the OpenSwitch server’s existence. Issue the following,
where OpenSwitch_ServerNameis the name of the OpenSwitch server in
the interfaces file being used by the Adaptive Server:

sp_addserver OpenSwitch ServerName

After this has been accomplished, OpenSwitch registered procedures can
be invoked by connecting directly to the Adaptive Server using isgl or
something similar, and performing:

1> exec OpenSwitch ServerName...rp who
2> go
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Direct invocation

You can find details on setting up and invoking remote procedures in the
Adaptive Server Enterprise System Administration Guide.

Any user who is connected using the name ADMIN_USER and password
ADMIN_PASSWORD, asdefined inthe configuration file, caninvokeregistered
procedures directly through OpenSwitch’s built-in RPC parser. OpenSwitch
attemptsto capture all language commands and parsethem asif they were RPC
cals.

RPC calls executed in this fashion must be formatted like this:
[EXEC[UTE]] rp_name [value], value...]]
Where:

» rp_name —isthe registered procedure to be executed

e value —isthe value of the parameter

Note You cannot pass parameters by name.

Table of registered procedures

Registered procedure

See Chapter 2, “ Coordination Module Routines and Registered Procedures,” in
the OpenSwitch Coordination Module Reference Manual for alist of registered
procedures that you can issue from a coordination module.

Description

rp_cancel Cancels processing of aquery by one or more clients.

rp_cfg Causes a given configuration file to be reread while the server is running. Similar to
sp_configure.

rp_cm_list Displays alist of coordination modules connected to OpenSwitch.

rp_debug Turns on and off al debugging options available with the -t command line option.

rp_dump Dumps connection state information.

rp_go Resumes all suspended pools or a specified Adaptive Server after amanual
intervention has been requested and performed by OpenSwitch.
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Registered procedure

Description

rp_help Displays every registered procedure in OpenSwitch.
rp_kill Kills agroup of OpenSwitch connections.
rp_msg Queues a text message to be sent to one or more client connections.

rp_pool_addattrib

Adds an connection attribute name/value pair from a pool.

rp_pool_addserver

Adds anew server to thelist of serverswithin a pool.

rp_pool_cache

Changes or displays the connection caching status for a pool.

rp_pool_create

Creates a new pool of servers.

rp_pool_drop

Drops an existing pool.

rp_pool_help

Displays detailed information about a pool.

rp_pool_remattrib

Removes a connection attribute=value pair to apoal.

rp_pool_remserver

Removes a server from the list of available servers within a pool.

rp_pool_server_status

Displays or sets the status of the server present in the pool. If you use
rp_pool_server_status to set the server status for a pool, this value overrides the
generic server status set using rp_server_status.

rp_pool_status

Changes the status of a pool.

rp_rcm_connect_primary

Runrp_rcm_connect_primary on asecondary OpenSwitchin aredundant RCM setup,
after the primary OpenSwitch is shut down and restarted, to notify the secondary
RCM to establish a connection to the primary OpenSwitch.

rp_rcm_list

Displays alist of RCMs known to this OpenSwitch.

rp_rcm_shutdown

Shuts down the specified RCM through OpenSwitch.

rp_rcm_startup

Starts an RCM using the specified path and RCM configuration file.

rp_replay

Replays SQL statements during failover.

rp_rmon

Displays the contents of all [LIMIT_RESOURCE] sections of the configuration file.

rp_server_help

Displays the name, status, HA-type, configuration storage definition, CMON user
name and CMON password for the specified server.

rp_server_status

Displaysor changesthe status of aremote server. Thisisageneric server status across
all pools, for poolsthat do not have a pool-specific server status defined.

rp_set

Changes a configuration value.

rp_set_srv

Sets server name for a connection that is requesting a server name from a
coordination module.

rp_showquery

Displays query being executed by a spid. rp_showquery only works when
OpenSwitchisnot in FULL_PASSTHRU mode.

rp_shutdown

Shuts down an OpenSwitch server.

rp_start Starts a group of connections that were previously stopped with rp_stop.
rp_stop Stops a group of connections.
rp_switch Switches one or more connections to another server.

rp_traceflag

Enables or disables SRV_TRACE flags for debugging messages.

rp_version
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Displays OpenSwitch version number.
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Registered procedure | Description
rp_who | Displays information about the current set of user connections. Similar to sp_who.
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rp_cancel

Description

Syntax

Parameters

Examples

Cancels processing of a client connection.
rp_cancel [pool_name, srv_name, spid, why]

pool_name
The name of the pool in which the connections should be canceled.
Supplying only thisargument causes all connectionswithin pool_name to be
canceled.

SIrv_name
Cancels connections to remote server srv_name. Supplying only this
argument cancels al connectionsto srv_name.

spid
Cancels the connection identified within OpenSwitch by spid. If this
parameter is specified while pool_name and srv_name are both NULL,
OpenSwitch cancels the spid as specified by this parameter.

If either pool_name or srv_name are not NULL, those parameters are
verified against the actual pool_name or srv_name of the specified spid. The
connection for the specified spid iscancelled only if the supplied pool_name
and srv_name exactly match the actual _pool_name and srv_name that the
specified spid is connected to. Otherwise, no connection is cancelled.

why
Message to be sent to the user of acanceled query. If you do not supply a
message, thedefault is: “ Your query was canceled by administrative request
(spid #n)”.

Example 1 Cancels the OpenSwitch connection represented by spid 8.

1> rp cancel NULL, NULL, 8
2> go

Example 2 Cancelsall connections currently established to pool POOL_A.

1> rp_cancel "POOL A", NULL, NULL
2> go

Example 3 Cancelsall connections currently established to pool POOL_A on
server SYB_SERV 2, sending the message, “ Sorry! Your connection was
canceled.” to each user.

1> rp cancel "POOL_A", "SYB SERV2", NULL, "Sorry! Your connection was

canceled."
2> go
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Usage

See also

160

Usethis procedure with caution. If you do not include any argumentswith
rp_cancel, all OpenSwitch connections are canceled.

spid refersto the OpenSwitch process ID, not the process ID in the remote
Adaptive Server.

To generate a report on the current connections, execute rp_who.

Messages

Indicates the number of OpenSwitch connections that were canceled:
rp_cancel: Canceled n spids.

The pool name you supplied does not exist:
rp_cancel: Invalid pool name 'pool name'.

The server name you supplied does not exist or has not been defined within
OpenSwitch:

rp_cancel: Invalid server name 'srv_name'.

rp_kill, rp_who
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rp_cfg
Description

Syntax

Parameters

Examples

Rereads the OpenSwitch configuration file at runtime.
rp_cfg config_file

config_file
The name of the configuration file to be reread. Passing a file name of
NULL, default, an empty string, or simply deleting a previous entry, causes
the previously processed configuration file to be reread.

Example 1 This command causes the configuration file to be processed.

1> rp cfg "OpenSwitch ServerName.cfg"
2> go

Example 2 Thiscommand causes the previously processed configuration file
to be reread.

1> rp_cfg "default"
2> go

Example 3 This command processes the OpenSwitch_ServerName.cfg filein
Jusr/sybase/config on the same host as the OpenSwitch server.

1> rp cfg "/usr/sybase/config/OpenSwitch ServerName.cfg"

2> go

On the Windows platform:

rp _cfg "c:\Sybase\OSW\config\OpenSwitch ServerName.cfg"

This command processes the OpenSwitch_ServerName.cfg filein
¢:\sybase\OSW\config on the same Windows host as the OpenSwitch server.

Usage «  When anew configuration file is processed, the way each section of the
configuration file is processed differs, as described in Table 7-1.
Table 7-1: Effects of rp_cfg on existing configuration settings
Section Behavior
[CONFIG] Asnew name=value pairs are processed within this section, the current value of namein
OpenSwitchisreplaced with value. Also, some variables, such as RMON, are meaningful
only during start-up, so changing the value of these variables at runtime has no effect (for
example, setting RMON to zero (0) does not cause the resource governor to be shut down
after OpenSwitch has been started).
[SERVER] All existing server information isreplaced with the contents of the new configuration file.
[COMPANION] The admin_user and admin_password is replaced with the values from the new
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configuration file if the companion server name remains the same.

If you specify adifferent companion server name, restart OpenSwitch instead of
reconfiguring it using rp_cfg.
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Section

Behavior

[POOL]

All existing pool information is replaced with the contents of the new configuration file.

[LIMIT_RESOURCE]

When the new configurationfileisprocessed, dl existing[LIMIT_RESOURCE] settings
are cleared and replaced by the contents of this section.

»  After verifying that the specified config_file exists, rp_cfg clears all
[LIMIT_RESOURCE] settings before processing the contents. Therefore,
if this processing stops before completion, due to a syntax error, these
settings may be only partially available within OpenSwitch, and the
configuration file must be corrected and reprocessed.

* rp_cfg removes all available poolsin OpenSwitch before it processes the
new configuration file. Therefore, thereisasmall window where no pools
are available, and if aclient connects at that time, it is disconnected.
However, this does not affect existing connections, and since rp_cfg
executes quickly and the window is ailmost negligible. If this causes
concern, run rp_cfg when there is are fewer clients connecting to
OpenSwitch.

» Do not userp_cfg to reconfigure OpenSwitch; use another registered
procedure call instead. For example, to change a[CONFIG] parameter,
use rp_set (see rp_set on page 218); to add a server from to pool, use
rp_pool_addserver (see rp_pool_addserver on page 179); to remove a
server fromapool, userp_pool_remserver (Seerp_pool_remserver 0n page
194).

» Do not use rp_cfg to change the following configuration parameters.
Because these parameters are read only once when OpenSwitch starts,
changing them at runtime has no effect on a running OpenSwitch. To
change these parameters, stop and restart OpenSwitch with new values set
in the configuration file.

API_CHECK LOGIN_TIMEOUT RMON_INTERVAL

CHARSET MAX_LOGSIZE SEC_PRINCIPAL

CMON MAX_PACKETSIZE SERVER_NAME

CONNECTIONS MSGQ_SIZE SRV_TRACE

CTX_TRACE MUTUAL_AWARE STACKSIZE

DEBUG_FILE MUTUAL_CLUSTER TRUNCATE_LOG

ECHO_LOG PING_THREAD UPDATE_CFG

INTERFACES RESPONSE_TIMEOUT USE_DONEINPROCS

LOG_FILE RMON USERNAME_PASSWORD_ENCRYPTED
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rp_cm_list

Description

Syntax

Parameters

Examples

Usage
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Messages

e rp_cfg was run with an argument of default or “” and no previous

configuration fileis available:
rp cfg: No default configuration is available.

For example, this message appears if OpenSwitch was started without a
configuration file.

e Thismessage usually indicates that a syntax error was encountered while
processing the configuration file:

rp _cfg: Error while processing 'config file'. See
error logs.

You can find detailed information in the OpenSwitch error logs.

e The configuration file was successfully processed, and new settings have
taken effect:

rp_cfg: Successfully processed configuration file
'config file'.

Displays al the Coordination Modules that are currently connected to the
OpenSwitch server.

Note You can also use OpenSwitch Manager to view the coordination modules
connected to the OpenSwitch server.

rp_cm_list
None.

Log in to OpenSwitch as an administrator and enter the following commands
to list all the Coordination Modules:

1> rp _cm list
2> go

»  Used to check which CMs are connected to an OpenSwitch by displaying
the CM’s name and its status when the concurrent CM feature is enabled.
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e Used to check which CMs are connected to an OpenSwitch by displaying
the CM’s name and its status when the pre-concurrent CM featureis
enabled.
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rp_debug

Description Enables or disables OpenSwitch debugging messages.

Note You can also use the OpenSwitch Manager to set the debug options of
your OpenSwitch servers. See “Editing OpenSwitch server properties’ on
page 51 for more information.

Syntax rp_debug [options, [on|off]]

Parameters options
A list of one or more single-character option flags. Each flag isatoggle;
supplying it once enables the option, supplying it again disabl es the option.
Passing an option of “” lists the debugging flags that are currently enabled.

Table 7-2 shows the valid debugging options. These are identical to the
options you can use with the -t flag at the command line.
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Table 7-2: Valid options values

Value

Description

a

Enables al possible debugging flags.

b

Displays attempts to set or test configuration options as described in
the configuration file.

Displays information about result handling of client-side cursors.

Logs interactions between a mutually-aware OpenSwitch, its
companion OpenSwitch, and Adaptive Servers.

Logs access to data items attached to each thread’s user data.

Displays information about the handling of dynamic SQL statements.

Logs al error messages passing through the OpenSwitch error
handlers, even those that are normally suppressed.

—h

Shows connection progress information when OpenSwitch is
interacting with the coordination module.

Display messages related to a coordination module (CM).

Displays operations involving security negotiations.

S|l |m

Displays messages when entering each event handler.

Displays progress information concerning the switching process
during acall torp_switch, such as success or failure of each switch, and
which connectionsfail to go idle within the specified period of time.

Shows the connection caching activity.

Displays activity of the timer thread (the thread that is responsible for
calling timed callbacks within OpenSwitch).

Dumps every SQL statement issued through the SRV_LANGUAGE
event handler to log_file.

Displays every memory alocation and de-allocation (more extensive
information may be available at compile time).

Displays receipt and handling of cancel or attention requests from
client connections.

Displays a message each time a command line option valueis set or
tested.

Displays manipulation, use, and assignments of server pools.

Displays information about the connection monitor activity.

Displays current state and actions of the internal resource monitoring
thread.

Logs interactions between an OpenSwitch and replication
coordination modules (RCMs).

Shows access and release of shared and exclusiveinternal locks (used
to prevent concurrent accessto internal data structures).
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Value | Description

S Displaysthe SQL statement that is being executed as part of rp_replay
cals.

t Displays activities of the timer thread that is responsible for
periodically waking other sleeping threads.

u Displays information about result sets being returned to client threads.
u Logsthe user action, suchas CUSTOM or MANUAL script execution
during a companion OpenSwitch or Adaptive Server failure.

v L ogs ping operations and responses from remote machines.
X Displays mutex accesses (more detailed view on shared |ocks).

on

Turns on debugging options, which causes debugging messages to be

dumped to the error log file.

off
Turns off debugging options.

Example 1 Displays al debugging flags and their current state.

1> rp_debug

2> go
Returns:

flag description state
b Attribute set/test off
c Client cursor handling off
C Mutual Aware on
d Thread data access requests off
D Dynamic SQL handling off
e Error handler calls on
£ Coordination Module info on
F Full Passthru mode off
g Open Client/Server security off
h Open Server handler calls off
i Switching process info off
J Connection caching info off
k Timer thread state off
1 Output all language requests off
m Memory allocation/deallocation off
n Client attention requests off
o Command line option set/test off
o) Pool access requests off
q Connection monitor (CMON) thread off
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r Resource monitoring (RMON) thread off
R RCM start thread off
s Shared lock acquisition off
S SQL Statements to be replayed off
t Timed sleep thread off
u Result set handling off
U User Action off
v Network ping thread off
x Internal mutex grab/release off
(

28 rows affected)

Example 2 Causes all switching information and all attention requests to be
reported in the OpenSwitch log file.

1> rp debug "in"

2> go
Returns:
flag description status
i Switching progress info Off
n Client attention requests Oon

»  Debugging messages areintended primarily for use by individualstesting
functionality, and are not intended for day-to-day use.

*  Many of the debugging options dump large amount of information to the
log file and may significantly impact OpenSwitch performance.

Messages

Indicates that an invalid option was supplied.
rp_debug: Invalid debug flag 'flag'.

For valid options, see Table 7-2 on page 166.
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rp_dump

Description Dumps connection state information.
Syntax rp_dump [@what, @sentolog]
Parameters @what

Specifies the type of connection state information:

e thread — dumps information about all user connection threadsin
OpenSwitch.

e mutex — dumps information about all mutexes that OpenSwitch owns.

e all—dumpsinformation about all OpenSwitch threads and mutexes.
Thisisthe default if you do not specify the type of connection state
information.

@sendtolog
Specifies whether to write the dump of the connection state information to
the OpenSwitch log:

e 0-—OpenSwitch does not write the dump of the connection state to the
OpenSwitch log. Thisis the default.

e 1—OpenSwitch writes the dump of the connection state information to
the OpenSwitch log.

Examples 1> rp_dump thread
2> go

Returns:

*khkkkkkkk THREAD DUMP *khkkkhkkkkkk

<spid #15 system pid 21337 state=<NONE> coord=<NONE>>
server mask=0x0, busy time='11/06/05 21:53:09"',
transtate=CS_TRAN UNDEFINED,
app='isqgl', user='sa', host='loka',6 db='master',

conn=0xeel2ac8, current='ase2',K next='ase2',K pool='POOL1l',
proc=0x4095b4, cap set=CS_FALSE, next cursor=0, reason code=0,
reason text='"', function="'"'
(return status = 0)
Usage e Usethisprocedure for debugging.

e Userp_dump when you want more details about user connections.

See also rp_who
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re_go

Description

Syntax

Parameters

Usage

See also
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Resumes OpenSwitch activities that were previously suspended by various
failure points. See “Failure types’ on page 140 for more information.

rp_go [srv_name]

srv_name
Provide the Adaptive Server name to resume server activities after the
manual script for SYR_FAIL_ACTION executes successfully.

If you do not specify any Adaptive Server name, rp_go resumes all pool
activities after these failure types are executed: CMP_FAIL_ACTION and
NET_FAIL_ACTION.

*  Issued during an Adaptive Server, companion OpenSwitch failure, or
network failure after aMANUAL intervention has been requested and
performed by the administrator. Failure types are CMP_FAIL_ACTION,
NET_FAIL_ACTION, SVR_FAIL_ACTION.

» Returnsall poolstotheir original states and returnsthe Adaptive Server to
itsoriginal stateif you specify the Adaptive Server withrp_go. Thisallows
all pending clients applications that are running to log in.

» If aproblemis not resolved by the timerp_go isissued, depending on
problem type, occasionally, the MANUAL intervention is requested
repeatedly until the problem is resolved. In this case, you may need to
issue rp_go each time amanual intervention is performed.

“Invoking custom and manual scripts’ on page 139.
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rp_help

Description

Syntax

Examples
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Displays complete set of registered procedures, and their respective

parameters, recognized by OpenSwitch.
rp_help

1> rp_help
2> go

Returns:

Procedure Name
help

np switch end
np switch start
rp cancel

rp cfg
rp_debug
rp_dump
rp_help
rp kill

rp_go
rp_msg

rp pool addattrib

rp_pool_ addserver

rp_pool cache
rp_pool create

rp pool drop
rp_pool help
rp pool remattrib

rp_pool remserver
rp_pool status
rp_pool_ server status

rp_rcm_connect_primary
rp_rcm list
rp_rcm_shutdown

Parameters

NULL

@pool name, @srv_name,
@spid, @why
@file_name

@flags, @state

@what, @sendtolog
NULL

@pool name, @srv_name,
@spid

NULL

@pool name, @srv_name,
@spid, @msg

@pool name, @attrib,
@value

@pool name, @server,
@rel server, @status,
@position

@pool name, @cache
@pool name, @rel pool,
@position, @status,
@mode

@pool_name

@pool name

@pool name, @attrib,
@value

@pool name, @server
@pool_name, @status
@pool name, @server,
@status

NULL

NULL

@rcm_name
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rp_rcm_startup

rp_rmon
rp replay

rp_server status
rp_server help
rp_set
rp_set_srv

rp showquery
rp_shutdown
rp_start

rp_stop

rp_switch

rp traceflag
rp_version

rp_who

Sp_ps
sp_serverinfo
sp_who

(42 rows affected
(return status =

rp_help

)
0)

@rcm_path, @rcm cfg,
@rcm log, @rcm retries,
@rcm_redundant

NULL

@spid, @action, @name,
@sqgl, @canfail

@server name, @status
@server name

@parm _name, @parm value
@spid, @server

@spid

NULL

@pool name, @srv_name,
@spid

@pool name, @srv_name,
@spid, @ign tran,

@ign_ fail

@pool, @srcsrv, @spid,
@dstsrv, @grace period,
@force

@flags, @state

NULL

@spid

@spid

@function, @name

@spid
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rp_Kill

Description

Syntax

Parameters

Examples

Usage
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Shut down a group of OpenSwitch connections.

Note You can also use OpenSwitch Manager to terminate connections.

rp_kill [pool_name, srv_name, spid]

pool_name
The name of the pool for which the connections should be shut down.
Supplying only thisargument causesall connectionswithin pool_name to be
shut down.

Srv_name
Shuts down connections to remote server srv_name. Supplying only this
argument causes all connections to srv_name to be shut down.

spid
Shuts down the connection identified within OpenSwitch by spid. If this
argument is specified, pool_name and srv_name are ignored.

Example 1 Shuts down the OpenSwitch connection represented by spid 8 (as
identified by rp_who).

1> rp kill NULL, NULL, 8
2> go

Example 2 Shutsdown all connections currently established to pool POOL_A.

1> rp kill "POOL A", NULL, NULL
2> go

Example 3 Shutsdown all connections currently established to pool POOL_A
onserver SYB_SERV2.

1> rp kill "POOL A", "SYB SERV2", NULL
2> go

e If no arguments are supplied to rp_kill, all connections are killed within
OpenSwitch. Use this procedure with caution.

«  spid refersto the OpenSwitch process I D, not the process ID in theremote
Adaptive Server.

»  Togenerate areport on the current connections, execute rp_who.

e Shutting down a connection causes it to be forcibly removed from
OpenSwitch. No messages are delivered to the client.
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Messages

Indicates the number of OpenSwitch connections that were killed:
rp kill: Killed n spids.

The pool name you supplied does not exist:
rp_kill: Invalid pool name 'pool name'.

The server name you supplied does not exist or has not been defined within
OpenSwitch:

rp_kill: Invalid server name 'srv_name'.

rp_cancel, rp_who, sp_who
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re_msg
Description

Syntax

Parameters

Examples
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Queues text message to be broadcast to one or more client connections.
rp_msg [pool_name], [srv_name], [spid], msg

pool_name
The name of the pool to which the message should be delivered. Supplying
only this argument sends the message to all connectionsin the specified
pool.

SIrv_name
Sends the message to connections currently established to srv_name.

spid
The OpenSwitch process | D of the client connection to receive the message.
Connection spid numbers can be obtained using rp_who.

msg
Thetext of the message to be delivered. This message must be less than 255
charactersin length.

1> rp msg POOL1l, ase2, 19, "TEST"
2> go

Results:

Successfully queued message to spid 19
(return status = 0)

* Dueto the nature of TDS (the protocol used by clients to communicate
with the OpenSwitch server), messages cannot be delivered immediately
and, instead, are queued to be sent to clients during the next activity. All
clientsthat were actively processing aresult set at thetimethat rp_msg is
issued receive the message at the very end of their result set, and all idle
clients receive the message as soon as they initiate a new request of the
server.

« ldleclientsthat disconnect without issuing a subsequent query never
receive the message.

* Do not issue rp_msg from a client connection that is passing through
OpenSwitch and using Adaptive Server to invoke the rp_msg RPC in
OpenSwitch. This causes the issuing connection to be locked in a
transaction, which means that the connection cannot be switched.

Messages

»  Seethe OpenSwitch error log (specified viathe -l flag or LOG_FILE
configuration option variable) for details:
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rp msg: Error while queuing message. See OpenSwitch
error logs.

»  Thespid supplied is hot avalid spid in OpenSwitch:
rp msg: spid is not a valid spid.

This may be because the spid has disconnected since the rp_msg request
was issued.

»  The message has been queued to be delivered to the specified spid:
rp_msg: Successfully queued message to spid spid.
e Thismessageis displayed when the spid argument is-1:
rp_msg: Successfully queued message to N spids.

It indicates the total number of spids that have been scheduled to receive
the message.

See also rp_who, sp_who
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rp_pool _addattrib

Description

Syntax

Parameters

Examples
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Adds connection attribute/value pair to a pool.

Note You can also use OpenSwitch Manager to set pool attributes for an
OpenSwitch server.

rp_pool_addattrib pool_name, attrib, value

pool_name
I dentifies the name of the pool to which the attribute/value pair isto be
added.

attrib
The name of the attribute to be added to the pool. Table 7-3 showsthe valid
values.

Table 7-3: Attribute names for rp_pool_addattrib
Attribute Description
username value must match the user name of an incoming client connection.

appname value must match the application name identified by the incoming
client connection.

hostname value must match the host machine name identified by the
incoming client connection.

value
A standard SQL wildcard expression use to match attrib.

Example 1 Routes any connection created by a user name beginning with
“Sybase” or “sybase” to POOL_A.

1> rp pool_addattrib "POOL_A", "username", "[sS]ybase%"
2> go

Example 2 Routes any connection created with an application name of “isgl”
to POOL_A.

1> rp_pool_addattrib "POOL_A", "appname", "isqgl"
2> go

Example 3 Routes any incoming connection from this particular host to
POOL_A.

1> rp pool addattrib "POOL A", "hostname",
"name of host"
2> go
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Usage « Anattribute/value pair is used to route connections to apool. At thetime
aconnection is established to OpenSwitch, the attribute of the connection
identified by attrib is compared to the regular expression value. If amatch
is found, the connection is routed to pool_name.

e Adding or removing attribute/value pairs from a pool has no effect on
existing connections; however, the changes apply to existing connections
during afailover.

»  Boththe application name and host name attributes of a client connection
must be explicitly set by the client application and cannot actually reflect
the real application name and host name that the user is using.

e Changes applied to apool are not reflected in the configuration file. You
must manually change the configuration file.

» Userp_pool_help to display the current set of attributes.

Messages

*  The named pool does not exist within OpenSwitch:

rp_pool addattrib: There is no such pool
'pool name'.
Use rp_pool_create to create pools. See “rp_pool_create” on page 186.
e Theattribute named “attrib” isinvalid:
rp_pool_addattrib: Invalid attribute name 'attrib'.
e Thismessage isusually encountered dueto an invalid regular expression
syntax:
rp_pool addattrib: Error adding attribute 'attrib'
to pool 'pool name'.
Details can be found in the OpenSwitch error log.
» Registered procedure execution succeeded:
rp_pool addattrib: Attribute successfully added to
pool 'pool name'
See also rp_pool_create, rp_pool_help, rp_pool_remattrib
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rp_pool _addserver

Description Adds aremote server name to a pool.

Note rp_pool_addserver isnot currently support by mutually-aware
OpenSwitch servers.

Note You can aso use OpenSwitch Manager to add serversto a pool.

Syntax rp_pool_addserver pool_name, server [, rel_server, status, position]

Parameters pool_name
Name of the pool to which the server is being added.

server
Name of the remote server being added to the pool.

rel_server
Name of the server within the pool relative to the server being added.
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status

The status of the server being added.

When status is NULL, the generic status of this server isused for all
poolsif it existsin the [SERVER] section of the OpenSwitch
configuration file or the status can be retrieved using rp_server_status.

If the server does not exist in the [SERVER] section, OpenSwitch uses
the status of the DEFAULT server in the [SERVER] section.

When statusis not NULL, the value is used for the server’s effective
status in this pool, regardless of the generic server status. The status
value is used until you change it using rp_pool_server_status, or until
the server is removed from this pool using rp_pool_remserver and re-
added with status set to NULL. Thisiscalled a pool-specific server
status, which facilitates pool-based fail over, whereindividual poolsfail
over clientsto the secondary Adaptive Server even though the primary
Adaptive Server is still considered running in other poals.

Once you set a pool’s server status using rp_pool_addserver or
rp_pool_server_status, always verify the status using
rp_pool_server_status, Not rp_server_status, because the effective
pool-specific server status can be different from the generic server
status.

Note Pool-specific server status and pool-based failover are not supported by
mutually-aware OpenSwitch servers.

Valid status values are;

Table 7-4: Adaptive Server states

Value Description

uP The server isimmediately available for use.

DOWN The server is unavailable, and is not considered for new client
connections to OpenSwitch.

LOCKED | The server isavailable, but new incoming connections being
actively connected through the pool are blocked (or stopped) until
the status is changed to UP or DOWN. Blocked connections appear
to client applications to be “stuck” until the pool is unlocked.

position

Valid values are:
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1>
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Table 7-5: Server positions

Value Description

HEAD rel_server isignored, and server is placed at the beginning of thelist
of serversin the pool
TAIL rel_server isignored, and server is placed at the end of the list of
serversinthepool. Thisisthedefault positionif novalueissupplied
for position.
BEFORE | serverisadded immediately beforerel_server inthelist of serversin
the pool.
AFTER server is added immediately after rel_server in thelist of serversin
the pool.

Example 1 Addsserver SYB_SERV1totheend of thelist of serversassociated
with POOL_A with no pool-specific server status.

1> rp_pool_addserver "POOL_A", "SYB SERV1"
2> go

Example 2 Addsserver SYB_SERV2 with aDOWN status to a position
immediately before SYB_SERV 1 inthelist of servers associated with
POOL_A.

rp _pool addserver "POOL A", "SYB SERV2", "SYB SERV1", DOWN, "BEFORE"

go

Example 3 Addsserver SYB_SERV3 with status UP asthefirst server in the
list of servers associated with POOL_A.

rp _pool addserver "POOL A", "SYB SERV3", NULL, UP, "HEAD"

go

Example 4 Addsserver SYB_SERV2 to a position immediately before
SYB_SERV1inthelist of servers associated with POOL_A. The status of
SYB_SERV2 isthe status of the DEFAULT server.

rp pool addserver "POOL A", "SYB SERV2", "SYB SERV1", NULL, "BEFORE"

go

Example 5 Adds server “ase3” to a position immediately before the server
“asel” inthelist of servers associated with pool POOL 1.

rp pool addserver "POOL1l", "ase3", "asel", NULL, "BEFORE"

go

Returns:

rp_pool addserver: Server ase3 added to pool POOL1
(return status = 0)
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Afterward, the rp_pool_help command is issued to display the information
below about POOL 1, such as status and mode (chained or balanced).

1> rp pool help POOL1l2> go

Returns:
pool name mode cache status block next server
POOL1 CHAINED 0 UpP 0 ase3
(1 row affected)
server_name
ase3
asel
ase2
(3 rows affected)
attribute value
(0 rows affected) (return status = 0)
Usage *  Whenaconnectionisfirst established within apooal, it isrouted to thefirst
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(in chained mode) or next (in balanced mode) available server, therefore,
the order in which you define serversin the pool isimportant.

» Todisplay the current set of serverswithin a pool, enter:
rp pool help "pool name"

» Atthetimeaserver isadded to apool, OpenSwitch does not validate the
name of the server in the interfaces file. Make sure that the server nameis
accurate.

Messages

e The supplied pool nhame does not exist in OpenSwitch:

rp_pool addserver: There is no such pool
'pool name'.

You can create a new pool with rp_pool_create.
»  The server does not exist in the pool:

rp_pool_ addserver: There is no such server as
'rel server' in pool 'pool name'.

You can add a server using rp_pool_addserver.
» Registered procedure call succeeded:
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rp_pool addserver: Server 'server' added to pool
'pool name'.

See also rp_pool_create, rp_pool_remattrib, rp_pool_server_status, rp_pool_remserver
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rp_pool _cache

Description Sets or displays pool cache setting.
Syntax rp_pool_cache [pool_name, cache]
Parameters pool_name

Name of the pool to be displayed or changed.

cache
The number of seconds that connection caches are held in the pool. Setting
thisto avalue of zero (0) disables future connection caching.

Examples Example 1 Displaysthe list of al pools and their current cache values.
1> rp_pool cache
2> go
Returns:
pool name cache
POOL_A 0
POOL_B 30
POOL_C 0

Example 2 Displaysthe current cache value for POOL_A.

1> rp _pool cache "POOL A"

2> go

Returns:
pool name cache
POOL_A 0

Example 3 Changes the cache of POOL_A to 10 seconds.

1> rp pool cache "POOL A", 102

> go

Returns:
pool name cache
POOL_A 10

Example 4 Changes the cache of all poolsto 30 seconds.

1> rp pool cache NULL, 30
2> go
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Returns:
pool name cache
POOL_A 30
POOL_B 30
POOL_C 30

The cache value for a pool indicates the number of seconds that an
outgoing connection isto be maintained following a disconnection from a
client application. Connection caching can greatly improve performance
of applications that rapidly create short-duration connections.

If you use connection caching, verify that the client application resets all
necessary connection options after every new connection. OpenSwitch
does not reset connection options when it reuses a cached connection to
the Adaptive Server. Option settings from a previous connection continue
to take effect for new client connections that use the same user name and
password until you reset the options.

Changing the cache duration for a pool does not affect those connections
that are already cached; it only affects future connections.

For more details, see “Using connection caching” on page 33.

Messages

The pool does not exist within OpenSwitch:
rp pool cache: There is no such pool 'pool name'.

Thelist of existing poolscan be determined using rp_pool_help. New pools
can be defined using rp_pool_create.

rp_pool_create, rp_pool_help
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rp_pool create

Description

Syntax

Parameters
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Creates anew pool.

Note You can also use OpenSwitch Manager to create poals.

rp_pool_create pool_name [, rel_pool, position, status, mode]
pool_name
Name of the pool to be created.

rel_pool
Name of an existing pool, relative to which pool_name will be created.

position
Position of pool_name relativetorel_pool. Table 7-6 describesthe valuesfor
position.
Table 7-6: Position values for rp_pool_create
Position | Description

HEAD rel_pool isignored, and pool_name is placed at the beginning of the
list of pools.

TAIL rel_pool isignored, and pool_name is placed at the end of the list of
servers within the pool. Thisis the default position if position is not
supplied.

BEFORE | pool_name isadded immediately before rel_pool in the list of pools.
AFTER pool_name is added immediately after rel_pool in the list of pooals.

status
Theinitial status of the pool. Table 7-7 describes the values for status.
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Table 7-7: Status values for rp_pool_create

Status Description

uP The pool isimmediately available for use.

DOWN The pool is unavailable, and will not be considered for use by any
new client connections established to OpenSwitch. Thisisthe default
value.

LOCKED | The pool isavailable, but any new incoming connections actively
being connected through the pool are blocked (or stopped) until the
statusischanged to UP or DOWN. Blocked connections appear to the
client applications to have stopped responding until the pool is
unlocked.

mode
The routing and switching mode of the pool. Table 7-8 on page 187
describes the values for mode.

Table 7-8: Mode values for rp_pool_create
Mode Description

CHAINED All connections are routed to the first server in the pool that hasa
status of UP or LOCKED.

BALANCED | Incoming connectionsare routed to serversin round-robin fashion
among every server within the pool that has a status of UP or
LOCKED, effectively balancing user load across all servers.

Example 1 Creates chained mode POOL_A at the end of thelist of existing
pools. This poal has a status of DOWN.

1> rp_pool create "POOL A"
2> go

Example 2 Creates chained mode POOL_A immediately before POOL_B in
the list of existing pools. This pool has a status of DOWN.

1> rp_pool create "POOL A", "POOL B", "BEFORE"
2> go

Example 3 Creates balanced mode POOL_A at the end of thelist of existing
pools. This pool has a status of LOCKED.

1> rp pool create "POOL A", NULL, NULL, "LOCKED",
"BALANCED"
2> go

Example 4 Creates chained mode POOL_C at the end of the list of existing
pools. This poal has a status of DOWN.

1> rp pool create "POOL C", NULL, TAIL
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2> go

Example 5 Createsachained mode POOL_D after POOL_B with status equal
to UPR.

1> rp pool create "POOL D", POOL B, AFTER, UP, CHAINED
2> go

»  Theorder in which pools are defined isimportant; all connections are
routed to the first matching pool according to the attribute/value pairs
established using rp_pool_addattrib. See rp_pool_addattrib on page 177.

» Poolsareinitially created with no associated servers or attributes.
Therefore, Sybase strongly recommends that you assign pools a status of
DOWN. This prevents connections from being routed to the pool until its
construction is complete.

»  Creatinganew pool hasno effect on existing connections. However, anew
pool is considered when existing connections are being switched (for
example, due to failover).

» To specify aposition of BEFORE or AFTER, you must also supply a
relative pool.

Messages
»  The supplied pool name has already been created:

rp_pool create: There is already a pool named
'pool name'.

Either destroy or modify the existing pool.
e The name of the relative pool supplied does not exist:
rp_pool create: There is no such pool as 'rel pool'.

» A position of BEFORE or AFTER was specified without a corresponding
relative pool:

rp _pool create: NULL @rel pool with 'position'
position.

rp_pool_addserver, rp_pool_addattrib
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rp_pool _drop

Description

Syntax

Parameters

Examples

Usage

See also

Administration Guide

Drops an existing pool.

Note You can also use OpenSwitch Manager to remove pools.

rp_pool_drop pool_name

pool_name
Name of the pool to be dropped.

Drops the pool named “POOL2" from the poal list in the OpenSwitch server.

1> rp_pool drop POOL2
2> go

Returns:

rp_pool drop: Pool POOL2 dropped
(return status = 0)

e You must supply the name of the pool to be dropped. The pool hame must
be exactly the same as what is declared in the config file.

e You can userp_pool_help to get alist of the current pool names.

Messages
e You did not supply apool name for the pool to be dropped:

Procedure rp pool drop expects parameter @pool name,
which was not supplied

e The pool with the supplied pool hame does not exist:
rp pool drop: There is no such pool as 'pool name'
Run rp_pool_status pool_name to check your pool list.

rp_pool_create, rp_pool_status

189



rp_pool_help

rp_pool_help

Description
Syntax

Parameters

Examples
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Displays information about pools.

Note You can also use OpenSwitch Manager to view information about pools.

rp_pool_help [pool_name]

pool_name

Name of the pool about which information isto be displayed. Without this
parameter, rp_pool_help issues areport about all available pools.

Example 1 Displaysinformation about all pools.

1> rp_pool help

2> go

Returns:
pool name mode status block
POOL_A CHAINED UP 0
POOL_B BALANCED UP 0
POOL_C BALANCED LOCKED 0

Example 2 Displaysinformation about POOL_A.

1> rp pool help "POOL A"

2> go

Returns:
pool name mode status block
POOL_A CHAINED UP 0

(1 row affected)

server name
SYB SERV1
SYB_SERV3
(2 rows affected)

attribute wvalue
appname isql
hostname test.sybase.com

next server

SYB_SERV1
SYB_SERV2
SYB_SERV3

next_server

SYB_SERV1

OpenSwitch



CHAPTER 7 Registered Procedures

Usage *  Theblock columnindicatesthe number of spids that are current blocked on
aLOCKED poal.

*  Thenext_server column indicates the name of the next server to be
assigned to an incoming connection or a connection in the process of
switching.

Messages
*  The specified pool does not exist in the OpenSwitch:
rp pool help: Invalid pool name 'pool name'.

Run rp_pool_help without pool_name to determine the set of available
pools.

See also rp_pool_addattrib, rp_pool_addserver, rp_pool_create
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rp_pool_remattrib

Description

Syntax

Parameters

Examples

Usage
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Removes a connection attribute/value from a pool.
rp_pool_remattrib pool_name, attrib, value

pool_name
Identifies the name of the pool from which the attribute/value pair isto be
removed.

attrib
The name of the attribute to be removed from the pool. Table 7-9 describes
the values for attrib.

Table 7-9: Attribute names for rp_pool_remattrib

Attribute Description

username Value must match the user name of an incoming client connection.

appname Value must match the application nameidentified by theincoming
client connection.

hostname Value must match the host machine name identified by the
incoming client connection.

value
A standard SQL wildcard expression used to match attrib.

Example 1 Removes attribute appname, with avalue of “isgl%” from
POOL_A.

1> rp pool remattrib "POOL A", "appname", "isqgl%"

2> go
Example 2 Removes the attribute hostname with the avalue of “[Cc]rater”
from POOL_A.

1> rp pool_ remattrib "POOL_A", "hostname", "[Cc]lrater"
2> go
Example 3 Removes the attribute username with avalue of “Moon” from
POOL_A.

1> rp pool remattrib "POOL A", "username", "Moon"
2> go

e Thevalue parameter must exactly match the actual attribute’svalue, either
as specified in the configuration file, or by using rp_pool_remattrib to
successfully remove the attribute.

e Adding or removing attribute=value pairs from a pool has no effect on
existing connections except during afailover.
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e Any changes you make to apool using rp_pool_remattrib are not reflected
in the configuration file; you must make those changes manually.

e You can use rp_pool_help to display the current attributes.

Messages
*  The named pool does not exist within OpenSwitch:

rp_pool remattrib: There is no such pool
'pool name'.

e The named attribute is not one of user name, host name, or application
name:

rp pool remattrib: Invalid attribute name 'attrib'.
* Registered procedure execution succeeded:

rp pool addattrib: Attribute successfully removed
from pool 'pool name'

See also rp_pool_addattrib, rp_pool_create, rp_pool_help
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rp_pool _remserver

Description

Syntax

Parameters

Examples

Usage

See also
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Removes a server from a pool.

Note rp_pool_remserver is not currently support by mutually-aware
OpenSwitch servers.

Note You can also use OpenSwitch Manager to remove servers from a pool.

rp_pool_remserver pool_name, server

pool_name
The name of the pool from which the server isto be removed.

server
The name of aremote server that belongs to pool_name.

Removes SYB_SERV1 from the list of servers availablein POOL_A.

1> rp_pool_ remserver "POOL_A", "SYB SERVL"
2> go

»  Removing aserver from apool has no effect on existing connectionsusing
the server; they remain attached to the server. To remove connectionsfrom
server, use rp_switch.

» Leaving apool with no available servers causes all connections routed to
the pool to fail to connect due to lack of available servers.

* You can userp_pool_help to determine the set of servers available within
apool.

Messages
*  The pool does not exist within OpenSwitch:

rp_pool remserver: There is no such pool
'pool name'.

e The server does not exist within the pooal:

rp_pool remserver: There is no server 'server' in
pool 'pool name'

»  Theregistered procedure executed successfully:
rp pool remserver: Server 'server' removed from pool

rp_pool_addserver, rp_pool_help
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rp_pool _server_status

Description

Syntax

Parameters

Examples

Administration Guide

Displays or setsthe status of the server present in any pool that isdefined in the
[POOL] section of the OpenSwitch configuration file.

Note You can also use OpenSwitch Manager to view or set the status of
servers.

rp_pool_server_status pool [server, status]

pool
The name of the pool. The pool you specify must be defined in the [POOL]
section of the OpenSwitch configuration file.

server
Name of the server. If server nameisNULL, rp_pool_server_status displays
the status of all servers present in the pool.

status
The status of the server. If statusis NULL, then rp_pool_server_status
displaysthe status of the specified server that is present in the pool. If status
isnot NULL, the statusvalueis used to set the pool-specific server statusfor
this pool.

Valid status values are:

Value Description

UP The server isimmediately available for use.

DOWN The server is unavailable, and is not considered for new client
connections to OpenSwitch.

LOCKED | Theserver isavailable, but new incoming connections being actively
connected through the pool are blocked (or stopped) until the statusis
changed to UP or DOWN. Blocked connections appear to client
applications to be “stuck” until the pool is unlocked.

Example 1 Displays the status of all the servers present in the “POOL 1.”

1> rp_pool server status "POOL1l", NULL, NULL

2> go

Returns:
pool name server_name status
POOL1 asel UpP
POOL1 ase2 UpP
POOL1 ase3 UP
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Usage
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Example 2 Displaysthe status of the“asel” server that ispresentin “POOL1.”

1> rp pool server status "POOL1l", "asel”, NULL
2> go
Returns:
pool name server_name status
POOL1 asel UP

Example 3 Setsthe statusto DOWN of the“asel” server that is present in the
“POOL1.”

1> rp _pool server status "POOL1l", "asel", "DOWN"
2> go
Returns:
pool name server_name status
POOL1 asel DOWN

The status set by rp_pool_server_status, if any, takes precedence over the status
set by rp_server_status for a server status within a pool.

e Onceapool isassigned a pool-specific server status, it always uses that
server status, instead of the generic server status, to determine where to
send incoming client connections. This allows pool-based failover, where
two or more pools share the same primary Adaptive Server, some pools
channel client connections to the secondary Adaptive Server, and other
pools continue to send client connections to the same primary Adaptive
Server.

e After you userp_pool_server_status to set aserver’s pool status, you can
no longer use rp_server_status to accurately display the status for that
server pool. Use rp_pool_server_status to verify the server status instead.

»  Toremove apool-specific server status that you set using either
rp_pool_server_status or rp_pool_addserver, first drop the server from the
pool using rp_pool_remserver, then re-add the server using
rp_pool_addserver with NULL as the status.
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e Do not use rp_pool_server_status when MUTUAL_AWARE is set to 1.
Pool-based failover is not supported by mutually-aware OpenSwitch
servers, and apool -specific server status may not match the generic server
status set by the default SYR_FAIL_ACTION during afailover.

See also rp_pool_addserver, rp_server_status
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rp_pool

Description

Syntax

Parameters

Status

status
Sets or displays pool status.

Note You can also use OpenSwitch Manager to change the pool status.

rp_pool_status [pool_name, status]

pool_name
Name of the pool to be displayed or changed.

status
The status to which the pool isto be changed. If you supply a status value,
but no pool name, the status of all poolsischanged. Table 7-10 describesthe
valuesfor status.

Table 7-10: Status values for rp_pool_status
Description

PRE_UP

Mutually-aware-specific pool status. The pool is either in the process of being marked as UP, or
has encountered a problem during that process. Check the error log to troubleshoot the problem.
After you resolve the problem, manually set the pool statusto UP on one of the mutually-aware
companion OpenSwitch servers. The command will be propagated to the other OpenSwitch
companion if itisrunning.

Warning! Do not manually set a pool’s status to PRE_UP.

upP

The pool isimmediately available for use.

PRE_DOWN

Mutually-aware specific pool status. The pool iseither in the process of being marked as DOWN,
or hasencountered aproblem during that process. Check the error log to troubl eshoot the problem.
After you resolve the problem, manually set the pool statusto DOWN on one of the
mutually-aware companion OpenSwitch servers. The command will be propagated to the other
OpenSwitch companion if it is running.

Warning! Do not manually set a pool’s status to PRE_DOWN.

DOWN
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The pool is unavailable, and is not considered for use by any new client connections established
to OpenSwitch.
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Status

Description

PRE_LOCKED

Mutually-aware specific pool status. The pool is either in the process of being marked as
LOCKED, or has encountered a problem during that process. doing so. Check the error log to
troubleshoot the problem. After you resolvethe problem, manually set the pool statusto LOCKED
on one of the mutually-aware companion OpenSwitch servers. The command will be propagated
to the other OpenSwitch companion if it is running.

Warning! Do not manually set a pool’s status to PRE_L OCKED.

LOCKED

The pool isavailable, but any new incoming connections actively being connected through the
pool are blocked (or stopped) until the status is changed to UP or DOWN. Blocked connections
appear to the client applications to have stopped responding until the pool is unlocked.

SUSPENDED

Examples

The pool is being suspended by OpenSwitch due to afailure that requires an administrator’s
manual intervention. See “Invoking custom and manual scripts’ on page 139 for more
information. The pool blocks on all new connections until rp_go isissued.

Warning! Do not manually set a pool’s status to SUSPENDED.

Example 1 Displaysthelist of all poolsand their current status:

1> rp_pool_ status

2> go

Returns:
pool name status
POOL_A Up
POOL_B Up
POOL_C Up

Example 2 Displaysthe current status of POOL_A:

1> rp_pool status "POOL A"

2> go

Returns:
pool name status
POOL_A [9)3

Example 3 Changesthe status of POOL_A to LOCKED and displays the
results:
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1> rp_pool status "POOL A", "LOCKED"
2> go
Returns:
pool name status
POOL A LOCKED
Usage e Changing the status of apool does not affect usersthat are currently using
the pool.

e Changing the status of a pool has no affect on existing connections.

» If you do not have a pool-based server, use rp_server_status to set and
check a server’s status.

If you have apool-based server, userp_pool_server_status to set and verify
the server’s status.

» rp_server_status displays the status of a server only if that server islisted
inthe [ SERVER] section of the OpenSwitch configurationfile, which may
not be the same as a pool’s actual server status.

e Connections that are currently blocked on a LOCKED pool continue to
remain blocked until either the pool is unlocked or the client application
disconnects. This means that any administrative requests made of the
connection, such asacall torp_switch, or rp_stop, are queued until the pool
changes status.

e Userp_pool_status with the LOCKED argument, followed by acall to
rp_stop, to display al activity on apool.

» If youissue rp_pool_status to set the pool status on a mutualy-aware
OpenSwitch server, the command is propagated to the companion
OpenSwitch if it isrunning. The new pool statusis also recorded in the
mutually-aware configuration tables on the Adaptive Servers. If these
stepsfail, the pool statusisreset toitsoriginal value and an error message
islogged.
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See also
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If FREEZE_CFG_ON_FAIL isenabled and the network fails between the
local OpenSwitch server and the companion OpenSwitch server, you can
userp_pool_status only to display, not set, apool’sstatus. Thispreventsthe
companion OpenSwitch servers from switching client connections to
different Adaptive Servers while the network between OpenSwitch
serversis not responding, which could cause dataloss when replication is
performed in only one direction. rp_pool_status allows you to reset the
pool status when the network is restored between the companion
OpenSwitch servers, or if FREEZE_CFG_ON_FAIL isdisabled.

Messages

The pool name does not exist within OpenSwitch:
rp _pool status: There is no such pool 'pool name'.
To list the existing pools, use rp_pool_help.

A mutually-aware OpenSwitch server has detected a problem in the
network withits companion, and has stopped all future status changes until
the network is restored and the status of the companion can be verified:

rp pool status:Status cannot be set/changed until
connectivity is restored with the companion
OpenSwitch site or the FREEZE CFG ON_FAIL parameter
is turned OFF.

rp_pool_create, rp_pool_help
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rp_rcm_connect_primary

Description Instructs the secondary RCM to establish a connection to the primary
OpenSwitch after it restarts.

Syntax rp_rcm_connect_primary

Parameters None.

Usage In aredundant RCM environment, issue rp_rcm_connect_primary on the
secondary OpenSwitch after the primary OpenSwitch has gone down and been
restarted.

See also rp_rcm_list
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rp_rcm_list

Description

Syntax

Parameters

Usage

See also

Administration Guide

Displays alist of RCMs known to the OpenSwitch on which rp_rcm_list is
executed. The list displaysthe RCM name and whether the RCM is a primary
or secondary RCM.

Note You can also use OpenSwitch Manager to view RCMs known to the
OpenSwitch server.

rp_rcm_list
None.

e Used to check which RCMs are connected to an OpenSwitch.

e Youcanalsouserp_rcm_list to generate the name of the RCM to shut down
through OpenSwitch using rp_rcm_shutdown.

rp_rcm_shutdown, rp_rcm_connect_primary, rp_rcm_startup
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rp_rcm_shutdown

Description

Syntax

Parameters

Examples

Usage

See also
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Shuts down the named RCM through OpenSwitch.
rp_rcm_shutdown rcm_name

rcm_name
The name of the RCM specified for the RCM_NAME parameter in the RCM
configuration file.

* If you do not specify rem_name, this parameter’s value defaults to
“OPENSWITCH rcm,” Where OPENSWITCH isanother parameter setin
the RCM configuration file.

e If RCMNAME isnot set in the RCM configuration file, enter
“OPENSWITCH rcm” for rcm_name to shut down the RCM that was
started by this OpenSwitch.

Shuts down the RCM named “osw_primary_rcm.”

1> rp_rcm_shutdown osw_primary rcm
2> go

Returns:

gap: DEBUG: spid 10: coord rcm notif succeeded.

Msg 20108, Level 16, State O0:

Server 'gap':

rp_rcm_shutdown: The Primary RCM osw_primary rcm will
be shutdown.

(return status = 0)

Shuts down an RCM through OpenSwitch. The RCM does not have to have
been started by OpenSwitch to be shut down using rp_rcm_shutdown.

After issuing rp_rcm_shutdown, execute rp_rcm_list and ps to verify that the
RCM has shut down.

rp_rcm_list, rp_rcm_startup
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rp_rcm_startup

Description Starts an RCM using the specified path and configuration file.
Syntax rp_rcm_startup [rcm_path, rcm_cfg, rcm_log, rcm_retries, rcm_redundant]
Parameters rcm_path

Path to the RCM binary.

e Ifnot provided (NULL), the RCM binary is executed using the value of
the RCM_PATH parameter set in the OpenSwitch configuration file. If
RCM_PATH is not set, the RCM binary is executed from
$OPENSWI TCH/bin/rcm on UNIX and from
%OPENSWI TCH%\bin\rcm on Windows.

e Whenyou providercm_path, the RCM executableisinvoked from the
specified location. You must have execution permission on the RCM

binary.
rcm_cfg
Absolute path to the RCM configuration file. If not provided, the value

specified by the RCM_CFG_FILE parameter in the OpenSwitch
configuration file is used. You must have read access on thisfile.

rcm_log
Absolute path to the RCM log. If not provided, the value specified by the
RCM_LOG_FILE parameter in the OpenSwitch configuration file is used.

rcm_retries
An integer value to specify the number of times OpenSwitch restarts the
RCM if it fails. If NULL, the value specified by RCM_RETRIES parameter
in the OpenSwitch configuration fileis used.

rcm_redundant
An Boolean value (1 is“true” and zero (0) is“false”) to specify whether or
not the RCM being started is aredundant RCM. If 1, the RCM bhinary is
executed with the “-R” option. If zero (0), the RCM binary is not executed
with the“-R” option.

Examples Startsthe RCM with the default RCM binary, trying twice, with no redundancy.

1> rp rcm startup NULL, /scratch/15.0 bld2/OpenSwitch-15 1/config/rcm.cfg,
/scratch/15.0 bld2/OpenSwitch-15 1/logs/rcm.log, 2, O
2> go

Returns:

Msg 20107, Level 16, State 0:
Server 'monsoon OSW':rp rcm startup:
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The RCM has been started.
(return status = 0)

Usage * RCM_AUTOSTART must be set to 1 in the OpenSwitch configuration file
to run this command. Use rp_set to dynamically configure
RCM_AUTOSTART.

* Veify that RCM_CFG_FILE and RCM_LOG_FILE are pointing to valid
locations and that the filesto which these parameters point have the proper
access permissions before executing rp_rcm_startup.

»  Always check the OpenSwitch error log after you run rp_rcm_startup to
verify that the RCM has started; the command can sometimes return a
success before the RCM has completely started. When rp_rcm_startup is
successful, you see this message in the OpenSwitch error log:

INFO: spid 19: rp _rcm startup: The RCM has been started.
INFO: spid 22: rcm thread: Service thread spawned.

o After you start the RCM, use rp_rcm_list to verify that the RCM has
started.

See also rp_rcm_shutdown, rp_rcm_list
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rp_replay

Description

Syntax

Parameters

Examples

1> rp_replay 8,
2> go
(return status

1> rp_replay 8,
2> go
(return status

1> rp_replay 8,
2> go
(return status

1> rp_replay 8,
2> go
(return status

Administration Guide

Replays SQL statements after the connection is established to the failover
server and before anew client request is accepted using that connection. Use
rp_replay to specify to the connection before the failover occurs the SQL
statements to be replayed.

rp_replay spid, action, name, sql, canfail
spid
Either an OpenSwitch process ID, or NULL.

action
The action to be performed on the SQL statements. Action can be ADD,
DELETE, CLEAR, or SHOW. If the action is CLEAR, the name parameter
must be NULL; if theactionis SHOW, the name parameter canbe NULL. See
the Usage section for more information.

name
The name of the SQL statement, which must be unique within athread

sql
A SQL statement. The maximum length of the SQL statement is 2048 bytes.
Supply this parameter when the action is ADD.

canfail
Checks whether or not the statement is allowed to fail. If you do not supply
this parameter, canfail has a value of zero (0). If canfail is 1, the connection
isstill considered properly failed over even if the statement did not execute
on the remote server. Supply this parameter only when the action is ADD.

Example 1 Creates multiple rp_replay SQL statements for spid 8.

"add", "al", "create table templ(a int, b char)", 0
0)

"add", "a2", "insert into templ values (15, 'w')", 1
0)

"add", "a3", "insert into templ values (17, 'x')", 0
0)

"add", "a4", "insert into templ values (22, 'y')", 0

0)
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1> rp replay 8, "add", "a5", "insert into templ values (78, 'z')", O
2> go
(return status = 0)

Example 2 Displaystherp_replay SQL statement for “a2” and spid 8.

1> rp replay 8, "show", "a2"
2> go
Returns:
spid SQL Name SQL Statement canfail
8 a2 insert into templ values (15, 'w') 1

(return status = 0)
Example 3 Displaystherp_replay SQL statements for spid 8.

1> rp replay 8, "show", NULL

2> go
Returns:
spid SQL Name SQL Statement canfail
8 al create table templ(a int, b char) 0
8 a2 insert into templ values (15, 'w') 1
8 a3 insert into templ values (17, 'x') 0
8 ad insert into templ values (22, 'y') 0
8 ab insert into templ values (78, 'z') 0
(return status = 0)
Example 4 Displaysall rp_replay SQL statementsfor “al.”
1> rp replay NULL, "show", "al"
2> go
Results:
spid SQL Name SQL_Statement canfail
8 al create table templ(a int, b char) 0
11 al insert into templ values (97, 'q') 0

(return status = 0)

Example 5 Addsthe samere_replay SQL statement to all spids that are
currently active in the OpenSwitch server.

1> rp replay NULL, "add", "a7", "set textsize 17889", 1
2> go
(return status = 0)
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1> rp_replay NULL, "show", "a7"
2> go

Returns:
spid SQL_Name SQL_Statement canfail
8 a7 set textsize 17889 1
11 a7 set textsize 17889 1
(return status = 0)

Example 6 Displaysall SQL statementsfor all spids.

1> rp_replay NULL, "show", NULL
2> go

Returns:
spid SQL_Name SQL Statement canfail
8 al create table templ(a int, b char) 0
8 a2 insert into templ values (15, 'w') 1
8 a3 insert into templ values (17, 'x') 0
8 a4 insert into templ values (22, 'y') 0
8 as insert into templ values (78, 'z') 0
8 a7 set textsize 17889 1
11 al insert into templ values (97, 'q') 0
11 a2 insert into templ values (98, 'r') 1
11 a8 insert into templ values (100, 's') 0
11 a9 delete from templ where a = 22 0
11 alo set textsize 32567 0
11 a3 set rowcount 2 1
11 a7 set textsize 17889 1
(return status = 0)

Usage *  rp_replay replays SQL statements after the connectionis established to the

Administration Guide

failover server and before anew client request is accepted using that

connection.

rp_replay parameters allows users to add, delete, clear, and display the

SQL statements.

If the user givesNULL for the spid parameter, the action is applied only to
existing spids and not new spids.

DELETE removes the SQL statement based on the name parameter, while
CLEAR removes all SQL statements attached to the specified spid.
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Messages

The user has supplied an action parameter other than ADD, CLEAR,
DELETE, or SHOW:

rp_replay: The @action parameter must be ADD, CLEAR,
DELETE, or SHOW surrounded by double quotes.

The user has not supplied the SQL statement to add:

rp_replay: The @sgl parameter must be supplied with
an "add" action

The user has supplied the sql parameter when the action parameter is not
ADD:

rp_replay: The @sgl parameter must be supplied with
an "add" action.

The user has supplied the canfail parameter when the action parameter is
not ADD:

rp_replay: The @canfail parameter must be supplied
with an "add" action

The action is CLEAR but the name parameter isnot NULL:

rp_replay: @name should be NULL for CLEAR action. To
remove a specific statement, use action=delete
instead.

The user istrying to delete a SQL statement that does not exist:

thrd sgl rem: Attempt to remove nonexistent SQL ~al'
Msg 20075, Level 13, State O0:
Server 'test osw':
rp_replay:
Internal thrd sql rem error, see log file
(return status = -1)

The user istrying to add a SQL statement with a nonunique name:
Messsage - test_osw: INFO: spid 10: thrd sqgl_add:
@name should be unique, 'insert into templ values

(15, 'w')' already have name 'a2' for spid '8'.
Unable to add statement for spid '8'.

Msg 20075, Level 13, State O0:

Server 'test_osw':
rp replay:

OpenSwitch



CHAPTER 7 Registered Procedures

Internal thrd sgl add error, see log file
(return status = -1)
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rp_rmon

Description

Syntax

Parameters

Examples

Usage

See also
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Displaysthe current set of attribute/value pairs being used by the resource
governor thread.

Note You can also use OpenSwitch Manager to view attribute/value pairs used
by the resource governor.

rp_rmon

None.
rp_rmon

Returns:
busy attribute entry action
300 hostname clientsrvl.sample.com CANCEL
300 hostname clientsrv2.sample.com KILL
30 username batch[0-9]1% CANCEL
30 appname isqgl CANCEL

» Displaysthe current set of attribute/value pairs being used by the resource
governor thread.

»  To change the entries shown by rp_rmon while the server is running, you
must edit the configuration file and restart OpenSwitch.

rp_cfg
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rp_server_help

Description

Syntax

Parameters

Examples

server status

Displays the name, status, HA-type, configuration storage definition, CMON
username and CMON password for the specified server as defined in the
[SERVER] section.

Note You can also use OpenSwitch Manager to view information about a
server.

rp_server_help [server]

server
Name of the OpenSwitch server for which to display properties. If you do
not provide this parameter, OpenSwitch displays the properties of all
OpenSwitch serversin the [SERVER] section of the OpenSwitch
configuration file.

Example 1 Displaysthe properties of server “itanl.”

1> rp server help itanl

2> go
Returns:
type cfg_storage cmon_user cmon_pwd
NULL 1 NULL NULL

itanl UP
(1 row affected)
(return status =

server status

DEFAULT TUP
itanl UpP

Example 2 Displaysthe properties of al the servers known to the OpenSwitch
on which rp_server_help is executed.

1> rp_server help

2> go

Returns:
type cfg storage cmon_user cmon_pwd
NULL 0 NULL NULL
NULL NULL NULL
NULL 1 NULL NULL

calliel UP
(3 rows affected)
(return status =

Usage

Administration Guide

0)

Used to find out the properties of a specific server, or of all the servers known
to a specific OpenSwitch.
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rp_server_status

Description

Syntax

Parameters

Status

Setsor displaysthe status of any remote server that isdefined inthe [SERVER]
section of the OpenSwitch configuration file.

Note You can also use OpenSwitch Manager to view and change the status of
aserver.

rp_server_status [server, status]

server
The name of aremote server aslisted in the interfaces file on UNIX, or
sgl.ini on Windows of OpenSwitch. The server must also be defined in the
[SERVER] section of the OpenSwitch configuration file. If aserver nameis
supplied, but the status is hot supplied, the status of the specified server is
displayed.

status
The disposition to which the server is to be changed. If status is supplied,
but a server is not, then the current status of all serversis changed.

Table 7-11: Status values for rp_server_status
Description

PRE_UP

Mutually-aware-specific server status. The server is either in the process of being marked as UP,
or hasencountered aproblem during that process. Check the error |og to troubleshoot the problem.
After you resolve the problem, manually set the server statusto UP on one of the mutually-aware
companion OpenSwitch servers. The command will be propagated to the other OpenSwitch
companion if itisrunning.

Warning! Do not manually set a server’s status to PRE_UP.

UP

The server isimmediately available for use.

PRE_DOWN

Mutually-aware specific server status. The server is either in the process of being marked as
DOWN, or has encountered aproblem during that process. Check the error 1og to troubleshoot the
problem. After you resolve the problem, manually set the server status to DOWN on one of the
mutually-aware companion OpenSwitch servers. The command will be propagated to the other
OpenSwitch companion if it is running.

Warning! Do not manually set a server’s status to PRE_DOWN.

DOWN
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The server isunavailable, and is not considered for use by any new client connections established
to OpenSwitch.
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Status

Description

PRE_LOCKED

Mutually-aware specific server status. The server is either in the process of being marked as
LOCKED, or has encountered a problem during that process. doing so. Check the error log to
troubleshoot the problem. After you resolve the problem, manually set the server statusto
LOCKED on one of the mutually-aware companion OpenSwitch servers. The command will be
propagated to the other OpenSwitch companion if it is running.

Warning! Do not manually set a server’s status to PRE_LOCKED.

LOCKED

Examples

The server is available, but any new incoming connections actively being connected through the
pool are blocked (or stopped) until the statusis changed to UP or DOWN. Blocked connections
appear to the client applications to have stopped responding until the pool is unlocked.

Example 1 Displaysthe current status of all servers:

1> rp server_ status

2> go

Returns:
server status
DEFAULT UP
SYB SERV1 UP
SYB_SERV2 UP
SYB_SERV3 UP

Example 2 Displaysthe current status of server SYB_SERV1:

1> rp_server_ status "SYB_SERV1"

2> go

Returns:
server status
SYB SERV1 Uup

Example 3 Setsthe status of SYB_SERV1 to LOCKED:

1> rp_server_status "SYB_SERV1", "LOCKED"
2> go
Returns:
server status
SYB SERV1 LOCKED
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Changing the status of a server has no effect on existing connections.

The specia server, DEFAULT, appliestoal serversthat have not had their
status explicitly set (either through the configuration file or acall to
rp_server_status). That is, if aserver that isnot currently listed in
rp_server_status isadded to an existing pool, that server inheritsthe status
of the DEFAULT server.

Connections that are currently blocked on a LOCKED pool continue to
remain blocked until either the pool is unlocked or the client application
disconnects. This means that any administrative requests made of the
connection, such asacall torp_switch, or rp_stop, are queued until the pool
changes status.

The server status set for apool using rp_pool_server_status or
rp_pool_addserver takes precedence over a server’s status set within that
pool using rp_server_status.

If aserver does not have apool-specific status, it inheritsthe generic status
set using rp_server_status.

If you issue rp_pool_status to set the pool status on a mutually-aware
OpenSwitch server, the command is propagated to the companion
OpenSwitch if it isrunning. The new pool status is also recorded in the
mutually-aware configuration tables on the Adaptive Servers. If these
stepsfail, the pool statusisreset toitsoriginal value and an error message
islogged.

If FREEZE_CFG_ON_FAIL isenabled and the network fails between the
local OpenSwitch server and the companion OpenSwitch server, you can
userp_pool_status only to display, not set, apool’sstatus. Thispreventsthe
companion OpenSwitch servers from switching client connections to
different Adaptive Servers while the network between OpenSwitch
serversis not responding, which could cause datalosswhen replicationis
performed in only one direction. rp_pool_status allows you to reset the
pool status when the network is restored between the companion
OpenSwitch servers, or if FREEZE CFG_ON_FAIL isdisabled.

Messages

The server does not exist within OpenSwitch:
rp_server status: There is no such server 'server'.

To display alist of existing pools, use rp_server_status with a server
parameter of NULL.
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e Thismutually-aware OpenSwitch server has detected a network problem
with its companion, and prohibits all future status changes until the
network is restored and the status of the companion can be verified:

rp_server_ status: Status cannot be set/changed until
connectivity is restored with the companion
OpenSwitch site or the FREEZE CFG _ON_FAIL parameter
is turned OFF.

See also rp_pool_addserver, rp_pool_server_status
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rp_set
Description Sets or displays configuration parameters.
Note You can also use OpenSwitch Manager to view and set the configuration
parameters.
Syntax rp_set [parm_name, parm_value]
Parameters parm_name
Name of a parameter as listed in the configuration file.
parm_value
Value to which the parameter isto be set. The meaning of the value depends
on which parameter is being set.
Examples Example 1 Displaysthe value of the TEXTSIZE configuration parameter.

rp_set TEXTSIZE

Example 2 Setsthe TEXTSIZE configuration parameter to IMB.
rp_set TEXTSIZE, 1048576

Example 3 Setsthe TEXTSIZE configuration parameter to NULL.
rp_set TEXTSIZE, -1

Example 4 Displaysall the configuration options and their current val ues.
Only the first 27 characters of the configuration parameter, and the first 50
characters of the value display.

1> rp_set
2> go
Returns:
parameter value
SERVER_NAME posw
MUTUAL_ AWARE 1
MUTUAL_CLUSTER owsCluster
PRIMARY COMPANION 1
FREEZE_CFG_ON_FATL 0
LOG_FILE posw.log
LOT_TO_0OS 0
CFG_FILE ./posw.cfg
CUSTOM_SCRIPT /usr/u/johndoe/custom. sh
MANUAL_ SCRIPT /usr/u/johndoe/manual . sh
RCM _CFG_FILE /oswitch/config/
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RCM_PATH NULL
RCM_AUTOSTART OR
CM_SECONDARY OR
CM_RETRIES OR
CM_LOG_FILE /oswitch/bin/rcm
UPDATE_CFG 1
DEBUG_FILE posw.dbg
ADMIN_USER sa
ADMIN_ PASSWORD *kkkk
INTERFACES NULL
CHARSET iso 1
CONNECTIONS 1000
CON_TRACE 0
CTX_TRACE 0
SRV_TRACE 0
TRUNCATE_LOG 1
SITE_PASSTHRU 1
ECHO_LOG 1
DEBUG eCft
FULL_PASSTHRU 0

RMON 0
RMON_INTERVAL 10
SEC_PRINCIPAL NULL
SHOW_SPID 0
STACKSIZE 40960
TCP_KEEPALIVE 1
TCP_NODELAY 1
COORD_MODE AVAIL
COORD_USER switch coord
COORD__ PASSWORD *kkkk
TEXTSIZE 102400
SUPPRESS CHARSET 1
SUPPRESS DBCTX 1
SUPPRESS LANG 1
CURSOR_PREREAD 20
OPTIMIZE_ TEXT 1

MAX LOGSIZE 4194304
MSGQ_SIZE 2048
API_ CHECK 1
HAFAILOVER 0
SQL_WRAP 80
CACHE_THREADS 100
BCP_LOGGED 0

MAX PACKETSIZE 2048
COORD_TIMEOUT 30
LOGIN_ TIMEOUT 60
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RESPONSE_TIMEOUT 3600
CMON 1
CMON_USER sa
CMON_ PASSWORD ok ok
CMON_WATTFOR_DELAY 3600
SWITCH AT LOGIN_ TIMEOUT 0

MAX LOG MSG_SIZE 1024

USERNAME PASSWORD ENCRYPT 0

USE_AND TO POOL ATTRIB 0
USE_AND TO RMON ATTRIB 0
USE_DONEINPROCS 0
SHOW_CONNECT_ ERROR 0
NOWAIT ON_LOCKED 0
SVR_FAIL ACTION DEFAULT
NET FAIL ACTION DEFAULT
CMP_FAIL ACTION DEFAULT
CMON_FAIL ACTION DEFAULT
PING_THREAD 1

PING BINARY /usr/sbin/ping
PING_WAIT 10
PING_RETRIES 1
RPC_SETFMT 0

TEST_ PING_COUNT 5

(84 rows affected)

(return status = 0)

Use rp_set to query or set the value of a configuration parameter.

If you set the parm value parameter to -1, rp_set sets the configuration
parameter to null.

Not all configuration parameters are dynamic. For example, parameters
such as maximum number of connection (CONNECTIONS) and whether
or not the resource monitor thread is running (RMON) are read by
OpenSwitch only at start-up.

Messages

The parameter name supplied does not exist or the value suppliedisillegal
for the parameter name:

rp_set: Invalid parameter name or value.
See the OpenSwitch error log for more information.

The parameter specified isastatic parameter that cannot be changed using
rp_set:

rp_set: Cannot modify Static or Non-Existing
parameter <parameter> at runtime. Please refer to
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OpenSwitch Documentation for additional information.

To enable the parameter, restart OpenSwitch with the new valuein the
configuration file.

See also The [CONFIG] section in Chapter 5, “Using the Configuration File.”
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rp_set_srv

Description

Syntax

Parameters

Examples

Usage

See also

222

Responds to spid waiting for coordination module response.

rp_set_srv spid, srv_name

spid
The OpenSwitch processidentifier of the connection waiting for aresponse
from a coordination module.

Srv_name
The name of the remote server to which the connection, represented by spid,
should be switched. Passing aserver name of NULL or “” causesthe spid to
switch to the next available server according to the mode of the pool to
which it belongs.

Example 1 Connects spid 8 to SYB_SERV3.
rp_set_srv 8, "SYB SERV3"

Example 2 Connects spid 8 to the next available server in its pool.
rp_set srv 8, ""

*  When aconnection requests a server name from a coordination module,
for any reason (including alogin attempt or afailure detected from an
existing server), the failing connection issues an np_req_srv notification
procedure call that is detected by the coordination module (see
“np_req_srv” on page 242). The requesting connection suspends until the
coordination module responds with a call to rp_set_srv, rp_switch, or
rp_kill.

* rp_set_srvisintended for use by the coordination modul e to set the server
for aspid through cm_set_srv, but an administrator can also manually set
the server for aspid if the spid isat a“SERVER REQ” state. Thiscan
happenif COORD_MODE isset to ALWAY Sand no coordination module
is running.

* You can list the set of spids awaiting a response from the coordination
modul e using the Open Server built-in registered procedure sp_ps. These
spids display asleep_label of “SERVER REQ".

e Cdlingrp_req_srvonaspid that isnot actively waiting for aresponsefrom
a coordination module has no effect.

rp_Kill, rp_switch
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rp_showquery

Description

Syntax

Parameters

Examples

Usage

See also

Administration Guide

Displays query being executed by aspid. rp_showquery works only when
OpenSwitch in not in FULL_PASSTHRU mode.

rp_showquery spid

spid
The OpenSwitch processidentifier of the connection executing a query.

1> rp_showquery 8
2> go

Returns:

Statement

e Userp_who to list valid spids.

e Outputisdisplayed only for spids that are actively processing aquery (the
statefield of rp_who shows BUSY'), or executing registered procedures or
SQL queries. Cursors are not currently supported.

Messages
e spid Xisnot avalid spid aslisted in rp_who:

rp_showquery: spid #x is invalid.

rp_who
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rp_shutdown

Description Shuts down the OpenSwitch server.
Syntax rp_shutdown
Usage Use with caution. No verification or authentication is performed before the

server is shut down.

See also rp_stop, rp_switch
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rp_start

Description

Syntax

Parameters

Examples

Usage

Administration Guide

Starts a group of previously stopped connections.

Note You can also use the OpenSwitch Manager to start connectionsto an
Adaptive Server. See" Starting connectionsto Adaptive Server” on page61 for
more information.

rp_start pool_name, server, spid

pool_name
Name of the pool in which to restart connections. If you do not supply a
parameter, or use NULL, all pools are started.

server
Indicatesthat all connections using the remote server areto be started. If you
do not supply aserver name, or use NULL, all servers are started.

spid
The OpenSwitch process ID of the connection to be started. If you do not
supply an argument, or use NULL, all connections are started.

Example 1 Starts previoudy stopped spid number 8.
rp_start NULL, NULL, 8

Example 2 Starts all connections that are currently using remote server
SYB_SERV1.

rp start NULL, "SYB SERV1", NULL
Example 3 Starts all connections established through POOL_A.
rp start "POOL A", NULL, NULL

Example 4 Startsall connections established to SYB_SERV 1 through
POOL_A.

rp start "POOL A", "SYB SERV1", NULL
Attempting to start a connection that was not previously stopped has no effect.

Messages
e The pool_name does not exist. Use rp_pool_help to list valid pool names:

rp_start: Invalid pool name 'pool name'.
*  Theserver does not exist:

rp start: Invalid server name 'server'.
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Userp_server_status to list valid servers.

See also rp_pool_help, rp_server_status, rp_stop, rp_who
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rp_stop

Description

Syntax

Parameters

Administration Guide

Stops a group of connections from issuing new queries.

Note You can also use the OpenSwitch Manager to stop connections to an
Adaptive Server. See“ Managing connectionsto Adaptive Server” on page 60
for more information.

rp_stop [pool_name], [server], [spid], [ign_tran], [ign_fail]
pool_name

The name of the pool in which connections are to be stopped. If you do not
supply a parameter, or use NULL, all pools are stopped.

server
Indicates that all connections using the remote server are to be stopped. If
you do not supply a server name or use NULL, all servers are stopped.
spid
The OpenSwitch process ID of the connection to be stopped. If you do not
supply an argument, or use NULL, all connections are stopped.

ign_tran
Indicates whether or not rp_stop ignores transaction state when pausing a
connection.

Table 7-12: Values for ign_tran

Value Description
1 All connections are stopped whether or not they are involved in an
open transaction. Thisis the default value if ign_tran is not supplied.
0 All connections are stopped as soon as they compl ete their current
transaction.
ign_fail

Indicates whether or not stopped connections ignore remote server failures
while they are stopped.
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Table 7-13: Values for ign_fail

Value Description

1 If an Adaptive Server actively being used by a stopped connection
fails, an attempt is madeto reestablish the connection silently without
notifying a coordination module when rp_start isissued.
0 If an Adaptive Server actively being used by a stopped connection
fails, the normal failover process proceeds for the connection as soon
asrp_start isissued. Thisisthe default value.

Example 1 Stops spid number 8 regardless of the pool or server it is associated
with.

rp_stop NULL, NULL, 8

Example 2 Stopsall connections currently using remote server SYB_SERV 1.
rp_stop NULL, "SYB SERV1", NULL

Example 3 Stops all connections established through POOL_A.
rp_stop "POOL_A", NULL, NULL

Example 4 Stopsall connections established to server SYB_SERV1 through
pool POOL_A.

rp_stop "POOL_A", "SYB SERV1", NULL

Example 5 Stops spid number ninein POOL_A when it isfinished with its
current transaction.

rp_stop "POOL A", NULL, 9, O

*  rp_stop broadcasts arequest to all connections matching the pool_name,
server, and spid parameters. Each connection pollsto seeif it hasreceived
astop request immediately before and immediately after processing anew
client query, at which time the connection sleeps (or appears to the client
to have stopped responding) until an rp_start request is issued.
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Use the Open Server registered procedure sp_ps to determine if
connections that are not responding are indicated by a Sleep Label of
“COORD_STOP." See the Sybase Open Server documentation for more
information about using sp_ps.

Note Inthereturn datafor sp_ps, the Sleep Label is a column that

describesthe sleep event. COORD_STOP isa status that OpenSwitch sets
in the thread when an administrator or CM stopsthe threads using cm_stop
or rp_stop. Userp_start or cm_start to “wake up” threadsthat have been put

to deep.

However, since connections only actually respond to an rp_stop regquest
when starting or completing communication with the remote server (for
example, aquery isissued), COORD_STOP does not display for
connections that have remained idle since the request was issued.

rp_stop applies only to connections that are already established to
OpenSwitch.

Attempting to stop a connection that is already stopped has no effect.

Messages

The supplied pool name does not exist in OpenSwitch:
rp_stop: Invalid pool name 'pool name'.
Use rp_pool_help to list valid pool names.
The supplied server does not exist in OpenSwitch:
rp stop: Invalid server name 'server'.

Userp_server_status to list valid servers.
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rp_switch

Description

Syntax

Parameters
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Manually switches user connections to an alternate Adaptive Server.

Note You can also use the OpenSwitch Manager to switch connections
between Adaptive Servers. See “ Switching connections from Adaptive
Server” on page 61 for more information.

rp_switch [pool_name], [src_server], [spid], [dst_server], [grace_period],

[force]

pool_name
All connections established through the pool_name you specify are switched
to the server specified by dst_server. If you do not supply this parameter, or
specify NULL, all pools are assumed.

Src_server
All the connections that are currently established to this remote server
(src_server) switch tothedst_server. If you do not supply this parameter, or
specify NULL, all servers are assumed.

spid
The OpenSwitch spid to be switched to the remote server dst_server. If you
do not supply this parameter, or specify NULL, al spids are assumed.

dst_server
The remote server to which all connectionsidentified by pool_name,
srv_server, and spid should be switched. If you do not supply this parameter,
or specify NULL or “”, the connections are switched to the first available
server asidentified by their associated pool.

Use care when specifying this parameter. No verification is performed for
dst_server. Passing an invalid value causes all incoming client connections
to belost.

grace_period
The maximum number of secondsto wait before forcefully switching busy
connections. A value of 0 indicates that no grace period is to be enforced.

force
If passed with avalue of 1, all connections are forcefully switched, even if
they are currently busy (either actively in the middle of communicating with
aremote server, or in the middle of an open transaction). If you do not
supply avalue, or specify NULL, the value defaults to O.
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Example 1 Causes OpenSwitch spid number 8 to be switched to the remote
server SYB_SERV 1. If the spid does not successfully switch in 60 seconds, its
current query iscanceled and the client receivesa“ deadlock” message, and the
connection is then switched.

rp_switch NULL, NULL, 8, "SYB SERV1", 60, O

Example 2 Switches all connections established through POOL_A to
SYB_SERV1immediately. Any busy connections receive a“ deadlock”
message and the current query is canceled.

rp switch "POOL A", NULL, NULL, "SYB SERV1", 0, 1

Example 3 Switches all connectionsto SYB_SERV1, established through
POOL_A to SYB_SERV2, within 60 seconds.

rp_switch "POOL_ A", "SYB SERV1", NULL, "SYB SERV2", 60,
0

Example 4 Switchesall connectionsin POOL_A to the next available server
(as defined by the mode of the pool) within 60 seconds.

rp _switch "POOL A", NULL, NULL, NULL, 60, O

Example 5 Switches all existing connections to OpenSwitch to the next
available server within the pool associated with each connection. Thereis no
limit on how long the switching process is to take.

rp_switch

e A cdl torp_switch causes a switch request to be issued to all connections
matching pool_name, src_server, or spid. The switch request is processed
by each connection under the following conditions:

e If the connection is completely idle, it is switched immediately.

«  |If the connection is busy (either communicating with aremote server
or involved in an open transaction) and grace_period is zero (0) and
force is zero (0), the connection switches as soon as it becomesidle.

« |If the connection is busy, and grace_period is a positive value and
forceisO0, the connection switches as soon asit becomesidle, or if the
number of seconds specified in grace_period pass before it becomes
idle, the current query iscanceled, and a“ deadlock” messageisissued
to the client, and then its connection is switched.

« If the connection is busy and force has avalue of 1, the connection
immediately cancelsits query, receives a“deadlock” message, then
switches the connection.
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Use caution when specifying the dst_server parameter. No verificationis
performed for this parameter. The administrator must verify that the
dst_server is UP and that its entry existsin the sgl.ini (Windows) or
interfaces (UNIX) file before executing rp_switch to switch connectionsto
it.

If the dst_server being passed to does not exist, is not running, or cannot
be connected to, all the switched connections, aswell as the incoming
client connections are lost.

dst_server does not need to be a server within the pool of agiven
connection, or even a server within any pool. It simply must be avalid
server.

If forceis 1, then grace_period must be O, since grace_period does not
make sense in this context.

A switch request issued to a connection that is blocked due to either acall
to rp_stop, aLOCKED pool, or aLOCKED src_server is processed as
soon as the connection becomes unblocked. Existing connections that are
not blocked are switched immediately to the next available server, or the
dst_server if it is specified.

The user performing the switch cannot do so while passing through
OpenSwitch. The switch does not compl ete because the connection is not
idle.

Messages

Aninvalid value was supplied for the force parameter:
rp_switch: @force must be 0 or 1
Valid values are 0 and 1.

A nonzero value was supplied for grace_period, and avalue of 1 was
supplied for the force parameter:

rp_switch: @grace period must be 0 when @force is 1.
The supplied pool_name does not exist:
rp_switch: Invalid pool name 'pool name'.
Use rp_pool_help to list valid poals.
The supplied server nameis not known among the existing remote servers.
rp_switch: Invalid source server name 'src server'.

Userp_server_status to list valid servers.
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Description

Syntax

Parameters

Administration Guide

e The procedure ran normally, and n spids have been requested to switch:

rp_switch: Queued switch request for n spids.

rp_who

Enables or disables SRV_TRACE flags for debugging messages.

Note You can also use the OpenSwitch Manager to set the trace flags options
of your OpenSwitch servers. See “ Editing OpenSwitch server properties’ on
page 51 for more information.

rp_traceflag [options, {on|off}]

options

A list of one or more single-character option flags.

The following table shows the valid debugging options. These options are
identical to the options you can use with the -s flag at the command line.

Value

Displays

TDS attention packets

TDS datainformation

Server events

TDS header information

M essage queue usage

Network driver information and TCL requests

Network driver parameter information

Run queue information

~|le|Tc | s|3|5|0o |

Network driver data information

n

Network driver memory information

—

TDS tokens

on

TCL wake-up request

Turns on debugging options, which causes debugging messages to be
dumped to the error log file.
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off
Turns off debugging options.

Examples Example 1 Displays all debugging flags and their current state.

rp traceflag

Returns:
flag description state
a TDS attention packets on
d TDS data information on
e Server events on
h TDS header information on
m Message queue usage on
n Network driver information and TCL

requests on

P Network driver param information on
q Run queue information on
r Network driver data information on
s Network driver memory information on
t TDS tokens on
w TCL wakeup request on

Example 2 Switches off TDS data information and server events flags.

rp traceflag "de", off

Returns:
flag description state
d TDS data information off
e Server events off

Example 3 Displaysthe current status of the -d flag.

rp traceflag d

Returns:
flag description state
d TDS data information off
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Usage Messages

« If the state parameter is supplied, then the flags parameter cannot be
NULL:

rp_traceflag: @flags cannot be NULL if @state is
supplied

e Thevalid value for the state parameter is either on or off:

rp_traceflag: @state must be on or off
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rp_version

Description

Syntax

Examples

Usage
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Returns the OpenSwitch version number.

Note You can also usethe OpenSwitch Manager to view information about the
OpenSwitch server. See“Viewing OpenSwitch server properties’ on page 50
for more information.

rp_version

1> rp version
2> GO

Returns:

Version

Sybase OpenSwitch/15.0/P/SPARC/Solaris 2.8/0/0PT/
Fri Sep 9 15:55:28 2005
(1 row affected)

rp_version
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rp_who
Description Displays information about user connections.
Note You can also use the OpenSwitch Manager to view information about
user connections. See “Monitoring processes’ on page 63 for more
information.
Syntax rp_who [spid]
Parameters spid
Displays the value of the OpenSwitch spid.
Examples
spid state actions wuser host database current next pool
1 BUSY NULL elyse NULL testdb SYB SRV1 SYB _SRV1 POOL1
2 BUSY, TRAN NULL athena NULL master SYB_ SRV1 SYB SRV1 POOL
Usage Table 7-14 describes the contents of each column returned by rp_who.
Table 7-14: Columns returned by rp_who
Column Description
spid Theinternal Open Server process ID of the user connection.
rspid The spid of the user connection on the remote server. Thisdisplay only if SHOW_SPID issetto 1
in your OpenSwitch configuration. Otherwise, it displaysas NULL.
state A comma-delimited list of connection state information. Table 7-15 on page 238 describes the
possible values for state.
actions Pending actions that have been queued for the thread. These actions are typically initiated by an
administrator by calling such registered procedures as rp_switch, but some of them may arise
internally due to things like an Adaptive Server failing.Table 7-16 on page 238 describes the
possible values for actions. Zero or more of these may be active at any time.
application The name of the application used to establish the client connection.
user The user name of the client connection.
host The host machine from which the client connection was established.
database The current database context of the user connection.
current The name of the remote server actively being used by the client connection.
next The name of the remote server that the client connection should be using. This information may
differ from that in current if aswitch is actively being performed.
pool The name of the pool the user connection is using.
function A debugging field. This describes which ctlib function this connection may be blocked on.
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Table 7-15 describes the state of each connection returned by rp_who.

Table 7-15: Values for state

Value Description

ATTNWAIT Internal flag.

BLOCKED The client thread is currently performing a blocking activity, such asaread or awrite, upon its
outgoing connection.

BUSY The client is actively communicating with a remote server, either sending or receiving results.
While the connection isin this state, it is considered busy and is not be switched by a nonforced
administrative switch request (see rp_switch on page 230).

CACHE The thread owning the connection is a CACHE thread and does not belong to a“real” client.

CANCAN Internal flag.

CANCELED | Indicates that the GOTATTN flag has been acted upon and the current query has been canceled.

CLOSED Internal state indicating that the client connection is currently closed.

GOTATTN Flag that is set when the client has raised an attention via a cancel request (such asacall to
dbcancel() or ct_cancel()). This state should be followed later by a CANCELED state.

IGNOREMSG | Interna state. This state indicates that the connection isignoring error or informational messages
received from the remote server. It is set while a connection is being switched to another server to
ensure that the client does not see the database context change messages issued whilelogging into
the remote server.

KILL Indicates that the connection isin the process of being killed and will soon be removed from
OpenSwitch.

LOGIN Set while the connection is actively logging in to aremote server.

LOGINFAIL Used to indicate that the connection was denied to the remote server due to things like an invalid
password. Thisis atransient state that is usually immediately followed by the client connection
being disconnected from OpenSwitch.

LOST Indicates that the client’s outgoing connection to aremote server has been lost. This state is
transitory and remainsin effect until OpenSwitch either failsthe connection over or disconnectsthe
client.

STOPPED The client is currently stopped due to an administrative STOP request.

TRAN The client is actively engaged in an open transaction. While the connection isin this state, it is
considered busy and will not be switched by a nonforced administrative request (seerp_switch on
page 230).

Table 7-16 describes the value for each action returned by rp_who.
Table 7-16: Values for actions

Value Description

DEADLOCK | Indicatesthat a“deadlock” message is pending delivery to the client. The messageis sent as soon
astheclientisin astatein which it can receive the message. This action isusually set dueto acall
to rp_switch with avaue of 1, or when the grace period has expired.
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Value Description

NORETRY Internal state. This should only appear in conjunction with the SWITCH action. It indicates that,
should the switch fail for any reason, the connection is removed from OpenSwitch without
attempting to switch to another server.

SERVER Indicatesthat the connection isrequesting the name of aremote server from acoordination module,
to be used either to log in to or to switch to.

STIME Set in conjunction with SWITCH, thisindicates that a grace period has been specified.

STOP Indicates that the connection is stopped or will stop as soon as possible due to acall to rp_stop.

SWITCH The remote connection is being switched to another server. The next column indicates the name of

the server being switched to.

See also rp_dump
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CHAPTER 8 Notification Procedures

This chapter describes notification registered procedures.

Topic Page
Introduction 241
Using notifications 241
Notification registered procedures 244

Introduction

A notification is a special registered procedure that has no associated
action or code, but can be used to notify Open Client applications when
certain events occur within OpenSwitch.

For details on programming for notification procedures, see the Open
Client Client-Library/C Programmers Guide.

Using notifications

Use notificationsto register multiple client applications with OpenSwitch
and provide asynchronous event notification within the server. When the
client application receives an event notification, it can take appropriate
action; for example, send an e-mail message, asillustrated in Figure 8-1
on page 242.
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Figure 8-1: Using notifications
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OpenSwitch supports these registered procedures to create notification events:

* np_req_srv —notifies the client that a connection blocked a request for the name
of aremote server.

*  np_switch_start —notifiesthe client that the switching process has been manually
started viarp_switch.

* np_switch_end — natifies the client that switching process started viarp_switch
has ended.

The next section describes each registered procedure.

Notification registered procedures

np_req_srv

Description

Syntax

Parameters

242

np_req_srv communicates with aCM and notify it of connectionsthat are
waiting for aresponse. This procedure is used internally by OpenSwitch and
cannot be used by clients. See “Usage” on page 245 for more information.

np_req_srv spid, username, appname, hostname, database, pool,
rsn_code, rsn_text, cur_server, nxt_server

»  spid —the OpenSwitch process ID of the requesting connection.
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Return values

Administration Guide

e username — the user name of the requesting connection.

e appname — the application that established the requesting connection.

*  hostname — the client machine.

* database — the current database context of the connection. If the server
reguest is the result of anew login, thisvalueis NULL.

«  pool —the pool name in which the connection is being established.

e rsn_code —the reason code that describes why the request is blocked.

Table 8-1: rsn_code valid values

Value

Description

1

The connection islogging in. cur_server iSNULL, and nxt_server
indicates the name of the remote server to use according to the pool
in which the connection resides.

A login retry. This code indicates that a previous attempt to log in to
aserver hasfailed, and that another server name is needed to retry.
cur_server contains the name of the server that failed, and nxt_server
contains the name of the server to use according to the pool in which
the connection resides.

Connection lost to remote server. This code indicates that aremote
server unexpectedly dropped a connection and that the connection
should be switched to the next available server. cur_server contains
the name of thefailed server, and nxt_server containsthe name of the
next available server within the pool in which the connection resides.

Connection failed. This code indicates that a previous attempt to
switch to the next available server failed. cur_server contains the
name of the failed server, and nxt_server contains the name of the
next available server in the pool in which the connection resides.

e rsn_text —text description of the rsn_code field.

e cur_server —the name of the remote server currently being used by the
connection, determined by the value of rsn_code.

*  nxt_server —the name of the remote server that the OpenSwitch has chosen
for the connection based upon the pool in which the connection resides.

Example return values for np_req_srv are;

Parameter Example return value
spid 11

username sa

appname ctisqgl
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Usage

See also

np_switch_start

Description

Syntax

Usage

See also

np_switch_end
Description

Syntax

244

Parameter Example return value
hostname rhino

database NULL

pool pooll

rsn_code 1

rsn_text Login attempt
cur_server NULL

nxt_server mayura

np_req_srv isused to communicate with acoordination moduleto notify it
of connections that are awaiting a response. This procedure is used by
OpenSwitch internally to indicate that the connection is blocked and is
awaiting aresponse from the coordination module, which can comeinthe
form of acall to rp_set_srv, rp_switch, or rp_kill. Only these registered
procedures or a disconnect from the client can wake up a connection
waiting for aresponse.

np_req_srv isonly issued if at least one coordination module is attached
and the coordination mode is AVAIL, ALWAY' S, or ENFORCED. Seethe
OpenSwitch Coordination Module Reference Manual for more
information.

rp_Kkill, rp_set_srv, rp_switch

Notifies the client that the switching process has been manually started via
rp_switch.

np_switch_start

np_switch_start is broadcast to all listening clients as soon as rp_switch is
executed. It indicates nothing about the success or failure of the switching
process, only that it has begun.

rp_switch, np_switch_end

Notifies the client that switching process started via rp_switch has ended.

np_switch_end
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Usage np_switch_end is broadcast when rp_switch completes. This does not indicate
the success or failure of the procedure, only that is has completed.

See also rp_switch, np_switch_start
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